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Abstract 
  

READING BETWEEN THE LINES: A TEXT ANALYTICS EXPLORATION OF 
SOCIAL EMOTIONAL LEARNING 

 
  

Adam Scott Blackburn 
B.A., University of North Carolina Wilmington 

M.S., University of Florida 
M.A., Appalachian State University 

  
  

Chairperson: Dr. Shawn Bergman 
  
  

Research has shown that social emotional learning (SEL) is being increasingly valued by 

schools due to its associations with academic achievement and student engagement. 

Unfortunately, the current state of SEL, with its lack of time or resources allocated by 

practitioners and prevalence of self-report assessment, restricts scalability and does not 

meet the forecasted demand. Additionally, despite the importance of assessing SEL, 

difficulties in measuring it persist. The lack of consensus contributes to misinterpretation, 

over-generalization, and/or overlooking evidence to help with further developing 

strategies for measurement and evaluation. This paper will present that SEL assessment 

needs to be innovated to help address the limitations of self-report measurements and 

necessity for a scalable solution. Text analytics and natural language processing (NLP) 

serve as a flexible, low-lift assessment method that can analyze contextual and subgroup 

differences addressing these limitations of existing SEL assessment. Therefore, this study 

presents a text analytics and NLP evaluation of a proposed text-based SEL assessment of 

growth mindset assessing if analysis of text message conversations between agents and 

students can be used to assess a student’s level of SEL. Conducting a review of the 
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relevant literature, to the best of our knowledge this is the first study to assess a text-

based SEL assessment using a text analytics and NLP approach. Ultimately, this study 

created five prediction models for growth mindset scales with predictive validities 

between .37 and .43. 

Keywords: social and emotional learning; growth mindset; text analytics; natural 

language processing; word embeddings; BERT 
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Reading Between the Lines: A Text Analytics Exploration of Social Emotional 
Learning 

 

 An increasing trend in education is to focus on social and emotional learning 

(SEL) due to its associations with academic success and student engagement (Ashdown 

& Bernard, 2011; Denham & Brown, 2010; Eklund et al., 2018; Hart et al., 2020; Jones et 

al., 2014; McCormick et al., 2015; NJSBA, 2017; Yang et al., 2018). In fact, every state 

has free-standing preschool SEL standards, and 11 states have freestanding SEL 

standards at the K–12 level (Eklund et al., 2018). These standards enable the states to 

develop accountability systems for assessing student success by guiding programmatic 

SEL efforts in schools. Given this interest, numerous SEL frameworks and definitions 

have been proposed which can contribute to confusion in comparing assessments, 

interventions, and approaches. Researchers are now attempting to address this existing 

confusion by creating summative frameworks, emphasizing balancing research rigor with 

practitioner relevance, and proposing alternatives to the predominate self-report rating 

assessments (Ecological Approaches to Social Emotional Learning [EASEL] Lab, 2021b; 

Elias, 2019; Liu & Huang, 2017; McKown, 2019). As this paper will present, 

assessments need to be scalable due to the rising interest in SEL. Self-report rating 

assessments limit scalability (Elias, 2019); therefore, the field needs to focus on 

innovative SEL assessments.  

 It is important to assess SEL as it encompasses student skills that tests of 

academic achievement and ability do not encompass (West et al., 2020). Lawson et al. 

(2019) showcased that the core components across SEL programs were social skills, 

identifying others’ feelings, identifying one’s own feelings, and behavioral coping 

skills/flexibility. These interpersonal and intrapersonal skills predict a variety of 
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academic and life outcomes, portraying student success inside and outside of the 

classroom (Almlund et al., 2011; Deming, 2017; Heckman et al., 2014). Furthermore, 

schools should support this additional method of assessing student success; for example, 

the federal Every Student Succeeds Act (ESSA) requires states’ school accountability 

systems to include an additional indicator of school quality or student success beyond 

their academic scores (Eklund et al., 2018; West et al., 2020). SEL can serve as such an 

additional indicator. Thus, it is important to assess SEL as it can advise state-level and 

school district curriculum and policies.  

 Despite the importance of assessing SEL, difficulties in measuring it persist. 

These difficulties may persist due to SEL being a cross-disciplinary topic. Jones et al. 

(2019) describes a lack of consensus among researchers, practitioners, policymakers, and 

frameworks from different disciplines resulting in a jingle-jangle fallacy of referring to 

the same competency or skill by different names, or alternatively, the same name for two 

unrelated competencies or skills. This lack of consensus contributes to misinterpretation, 

over-generalization, and/or overlooking evidence to help with further developing 

strategies for measurement and evaluation. The Harvard Taxonomy Project is one attempt 

to address this dilemma and summarizes that SEL “has often been used as an umbrella 

term to represent a wide array of non-academic skills that individuals need in order to set 

goals, manage behavior, build relationships, and process and remember information” 

(EASEL Lab, 2021b, para. 2). Currently their database highlights 40 different SEL 

frameworks permitting researchers the ability to see similarities and differences in 

terminology (EASEL Lab, 2021a). They have classified all of these frameworks across 

six domains: cognitive, emotion, social, values, perspectives, and identity. Within these 
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domains, subdomains are provided helping to conceptually define these domains 

(detailed in Table 1), and within each subdomain there are competencies providing 

further conceptualization and operationalization clarification (EASEL Lab, 2021a). 

Despite this progress to begin creating a concrete framework, jingle-jangle fallacies 

within subdomains and competencies of SEL still exist and practitioners need guidance 

on which assessments to utilize. 

With terminology and measurement difficulties existing throughout SEL, which 

are partly being addressed through efforts like the Harvard Taxonomy Project, 

researchers should also look to develop an innovative way to assess SEL beyond creating 

yet another self-report framework which may perpetuate these difficulties. The field 

needs to address the difficulty in feasibly scaling up high-quality SEL given that more 

school districts are wanting to assess SEL. Unfortunately, there are not enough SEL 

experts to satisfy this demand (Elias, 2019). While one does not need to be an SEL expert 

to assess SEL, experts assist with navigating the terminology difficulties and are vital for 

helping evaluate and validate assessment approaches for existing and novel interventions 

based on a districts’ research goals.  

SEL assessment must be feasible for all existing and novel interventions, 

delivering value to practitioners while satisfying research rigor (McKown, 2019). Current 

traditional SEL programs primarily consist of scripted and sequenced curricula designed 

to be implemented during the school day, and deviations from this script can be seen as 

threats to program fidelity (Bailey et al., 2019). With this current state of SEL, schools 

will need to invest in continuous staff training and professional development (Elias, 2019; 

Jones & Bouffard, 2012). Additionally, these approaches fail to leverage the expertise of 
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teachers who know the students in their classroom best and provide autonomy in utilizing 

their relationships, observations, and decisions towards delivering effective and timely 

SEL support to students. Therefore, some are calling for SEL interventions that permit 

more flexibility beyond a set curriculum, letting practitioners determine which students 

need what SEL interventions at what times (Bailey et al., 2019). Current assessment 

methods place more emphasis on curricula and training people to follow the curricula 

rather than providing tailored solutions to students. With the increased demand for SEL, 

current experts are only able to satisfy the predominate curricula emphasis perpetuating a 

gap in assessment of the flexible intervention approach (Elias, 2019).  

Suggestions for modifying SEL assessment from its current state include focusing 

on flexible, low-lift strategies and practices, not just curricula, and ensuring teachers are 

responsive to students’ specific needs and experiences (Bailey et al., 2019). A low-lift 

strategy refers to designing an approach that is flexible enough to be implemented at any 

time of day and in any context (e.g., class, lunch, hallways, recess). Using this style of 

approach permits one to address challenges or opportunities as they arise rather than 

waiting for the relevant content to come up in the curricula (Bailey et al., 2019). 

Additionally, a low-lift approach may aid in addressing the limitation of insufficient time 

to devote to SEL during the day through abridged or skipped curricula lessons (Jones & 

Bouffard, 2012). Moreover, teacher responsiveness helps plan SEL instruction which 

reflects students’ lived experiences in their communities, at home, and at school (Bailey 

et al., 2019). Tailoring the instruction can assist with buy-in and participation from 

students (Elias, 2019). Thus, assessment needs to be able to discern which students need 
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a targeted intervention while also acknowledging environmental and contextual effects on 

SEL competencies. 

When evaluating new assessment approaches, it is important to note SEL is a 

broad area; therefore, a few SEL areas should be selected and analyzed first (Liu & 

Huang, 2017). Further, it is important not to overgeneralize the feasible uses of 

assessment approaches (McKown, 2019). Calling upon these recommendations, a well-

researched area of SEL is growth mindset, the belief one can develop their most basic 

abilities through dedication and hard work (Dweck, 2017). This is an appropriate first 

area of SEL to evaluate new assessment approaches within because its contextual effects 

have been documented (Claro et al., 2016; West et al., 2020). Thus, there should not be 

significant demographic differences in expression of growth mindset permitting more 

attention to be on environmental factors in low-lift assessment approaches.  

Reviewing the state of SEL research, McKown (2019) highlighted five challenges 

and opportunities in applied assessment of student SEL. First, researchers need to 

integrate developer and practitioner priorities focusing on combining psychometric rigor 

with practical relevance. Second, goal clarity is needed for the interpretation and use of 

SEL assessment data. Third, there is a challenge to create conditions for high-impact SEL 

assessment; “data can be useful only if users have an opportunity to review, discuss, and 

interpret their meaning to decide what to do based on what they learned” (McKown, 

2019, p. 213). This challenge is where teacher input would greatly be appreciated; 

teachers can leverage their insights to ensure their SEL interventions are responsive to 

their students’ needs and experiences. Fourth, the field needs to coordinate standards, 

programs, assessment, and professional learning. Lastly, there needs to be more 
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investment in unwavering assessments in varied cultural contexts. To address these 

challenges, suggestions include involving the intended end-user in the assessment 

development and utilizing text analytics to go beyond Likert question surveys (Elias, 

2019; McKown, 2019). Text analytics and natural language processing could serve as a 

flexible, low-lift assessment strategy and such a solution for these challenges.  

Text analytics is the automated process of translating text into data which can be 

analyzed for patterns, trends and insights (Lexalytics, 2021; Pustejovsky & Stubbs, 

2012). Natural language processing (NLP) is designed to facilitate human interaction 

with machines and devices, giving computers the ability to process human language and 

understand its meaning, including intent and sentiment (Pustejovsky & Stubbs, 2012). 

One such method of NLP is word embeddings which permits machines to understand the 

representation and meaning of the word based on its context in the sentence and entire 

text document (Brownlee, 2017; Devlin et al., 2019). The ability to determine intent and 

sentiment, while also understanding the context for when a word was used, will further 

help identify patterns and trends, or lack thereof, in the display of SEL competencies. 

Together, text analytics, natural language processing, and word embeddings are an 

analytical method that involves creating an algorithm to help design a model that can 

discern differences between groups.  

This approach helps address the issues presented by McKown (2019) due to its 

ability to let researchers and practitioners collaborate on determining what to include 

within the algorithm as well as providing guidance on how to interpret its results. This 

approach also enables one to efficiently retrieve information from large datasets (Al-

Maitah, 2018). This technique, analyzing already collected data and readily accepting 
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new data, permits a continual opportunity for users to review, discuss, and interpret 

across time (Liu & Huang, 2017). Furthermore, as text analytics is a digital, analytical 

assessment method and technology is increasingly being integrated into classrooms, 

scalability is easier. With enhanced scalability, one will be able to assess competencies 

across varied environmental and cultural contexts. Additional variables can be added to 

the algorithm to help begin to address the differences caused by environmental or cultural 

contexts and their intersectionality (Elias, 2019). For example, Ferreira et al. (2018) 

analyzed student discussion messages in different sections of a master's level software 

engineering course to determine the relationship between different course topics and 

students’ cognitive presence; they then added “instructional scaffolding” (such as a role-

assignment intervention) to their algorithm to assess how cognitive presence changed in 

the presence or lack of “instructional scaffolding” in their classroom environment.  

 Acknowledging the need for SEL innovation and methods to address the existing 

challenges in the field, the purpose of this study is to evaluate if text analysis and NLP of 

text conversations with students can be used to assess a student’s level of SEL. Previous 

research has focused strongly on assessing and forming various self-report SEL measures 

and frameworks common in traditional SEL interventions. This exploratory study is used 

to help design an assessment approach that will map across SEL subdomains and 

competencies and be feasible to assess traditional and flexible, low-lift interventions. 

This approach will lead to descriptive results helping discern what differences exist, 

begin to identify and label differential factors, and begin to understand where they occur. 

Criterion validity will be established with mentor rankings. Differences in SEL scores 

will be utilized to identify student characteristics that relate to overall SEL. 
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Review of Relevant Literature 
 

Social and Emotional Learning 

SEL comprises the processes through which children and adults learn to regulate 

and understand their emotions, strengthen the competencies that are the foundation for 

human interaction, establish goals, process and remember information, and make 

responsible decisions (EASEL Lab, 2021b; Eklund et al., 2018; Elias, 2019). These 

capabilities encompass numerous skills. Practitioners and researchers have emphasized 

SEL due to its association with student academic success, student engagement, and 

teaching efficacy. For example, Ashdown and Bernard (2011) analyzed preparatory and 

grade one students attending a low socio-economic status Catholic school in Australia 

and asked teachers to rate students’ social-emotional well-being before and after a 10-

week SEL classroom program. Their results indicated that students who completed the 

SEL classroom program displayed growth in SEL competence, reduction in 

counterproductive behaviors (e.g., hyperactivity, internalizing), and an increase in 

reading achievement for lower achieving grade one students. Analyzing a US sample of 

kindergartners and first graders, McCormick et al. (2015) found first-grade math 

achievement was mediated through improvements in classroom emotional support and 

organization while first-grade reading achievement was mediated through improvements 

in class organization. No mediation occurred for kindergartners between SEL and 

academic performance. Acknowledging SEL skills can vary within persons and across 

environments, Denham and Brown (2010) reviewed the literature of links between SEL 

and preschool and grade school academic performance. They summarized that a student’s 

self-awareness may lay the groundwork for future academic accomplishments as it may 
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provide them with the needed confidence to take more risks in the classroom in both 

participation and attempting challenging academic problems. Furthermore, a meta-

analysis by Durlak et al. (2011) detailed students receiving SEL programs demonstrated 

gains in academic achievement (an 11-percentile gain, Hedges’ g = .27) and social-

emotional skills; therefore, it should be an essential aspect of pre-K-12 education. 

Assessing the impact of a universal SEL program on future Pennsylvania state test 

performance for third-fifth graders, Hart et al. (2020) found small effect sizes on reading 

and math scores (Hedges’ g < .2) and saw the magnitude of effect appeared to be slightly 

larger for fifth grade proficiency status. Hence, it is apparent SEL has been linked to 

academic achievement. 

Beyond academic achievement, SEL has also been linked to improvement in 

classroom management and student engagement, the student’s connection or involvement 

with the people, activities, goals, and values of schooling (Yang et al., 2018). It is 

important to improve classroom management, maintaining attention of all students by 

redirecting negative or distracting behavior and pulsing the room to optimize student 

motivation and engagement. SEL can assist with classroom management by supporting 

students to manage themselves throughout daily classroom instruction. Those with higher 

SEL are found to be less disruptive and more attentive to classroom instruction (Jones et 

al., 2014). Additionally, training teachers with an SEL perspective assists with viewing 

disruptive behavior as a learning opportunity rather than an annoyance/hinderance. 

Assessing a created SEL program to facilitate classroom management, Jones et al. (2014) 

found more positive, emotionally supportive, and well-managed classroom environments 

as well as increased students’ attention skills and reduced impulsive behaviors.  
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Yang et al. (2018) assessed school-wide SEL learning approach’s impact on 

elementary, middle, and high school student engagement by analyzing teacher–student 

relationships, student–student relationships, and teaching of social and emotional 

competencies. Results indicated all three factors support cognitive-behavioral and 

emotional engagement, with teacher-student relationships being the strongest. Focusing 

solely on the teaching of social and emotional competencies, at both the student and 

school levels of analysis, increased perceptions of learning SEL were positively and 

significantly associated with cognitive-behavioral and emotional engagement. However, 

there was a weaker, but still positive effect in high schools than in middle or elementary 

schools (Yang et al., 2018). 

 While these findings with academic achievement, student engagement, and 

teacher efficacy have been discovered, various measurement methods of SEL have 

contributed to slightly different results (Collie et al., 2012; Hart et al., 2020; McCormick 

et al., 2015; West et al., 2020). Many SEL studies rely on small convenience samples of 

students in narrowly tailored settings causing generalizability concerns; additionally, the 

utilized SEL constructs and measures make it difficult to compare results across studies 

(West et al., 2020). These different results may also be due in-part to some SEL 

frameworks having a one-size-fits-all approach while others emphasize approaches that 

are developmental, flexible, and responsive to local needs (Bailey et al., 2019).  

A one-size-fits-all approach regards having a standardized curriculum for all 

students/schools that is predetermined and cannot be tailored to individual classroom 

needs (Lawson et al., 2019). For example, the SSIS-CIP Early Elementary Version 

(Elliott & Gresham, 2007) is a standardized approach that requires about 10-12 hours of 
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instructional time and comprises 10 core units that teachers use to teach students skills 

identified as critical to success in the classroom (e.g., following directions, asking for 

help, staying calm with others; Elliott & Gresham, 2007; Hart et al., 2020). Within a 

standardized curriculum, an SEL component is not assessed until its “core unit” which 

may leave needs of individual students unanswered. Further, the need of repetitive 

assessment after each unit also requires a lot of time and resources that are not always 

able to be adequately provided (Lawson et al., 2019). By being context-restricted and 

heavily resource dependent, this approach is not conducive to flexibility, a key 

requirement of SEL measurement scalability.  

Low-lift strategies are flexible and permit tailoring SEL to individual classroom 

needs (Bailey et al., 2019). For example, Denham and Brown’s (2010) SEL model is 

comprised of self-awareness, self-management, social awareness, responsible decision 

making, and relationship skill assessments. It also emphasizes environmental conditions 

heavily impact SEL skill development. Their model permits variability to address 

individual classroom needs such as classroom management and peer effects (Denham & 

Brown, 2010; Jones et al., 2014). Low-lift SEL strategies may help address limitations of 

one-size-fits-all SEL assessment strategies like generalizability, difficulties being 

compared to other SEL assessment frameworks, and inability to attune to individual 

classroom needs leading to practitioners needing guidance on which framework to use for 

their intended purpose (Jones et al., 2019; Lawson et al., 2019; West et al., 2020). Thus, a 

low-lift assessment approach, like text analytics and NLP, begins to address these 

limitations as it is not restricted to classroom instruction; it can occur in any context, 

fostering a schoolwide commitment to assessing and supporting students’ SEL (Bailey et 
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al., 2019). Conversely, researchers need to closely monitor reliability and validity of 

these approaches – too much flexibility in place of standardization could result in 

reductions to academic rigor, impacting practical relevance (Lawson et al., 2019; 

McKown, 2019). SEL experts can assist in monitoring and balancing standardization 

with flexibility. Furthermore, text analytics and NLP’s potential integration within 

classroom technology can help reduce required resources and assess student differences, 

identifying why individual classrooms have different needs. This integration can help 

supplement and/or enhance self-report data from students.  

The SEL literature also has a heavy reliance upon self-report assessments which 

have multiple limitations. As McKown (2019) describes, self-report assessments are 

vulnerable to a social desirability response bias and rely upon self-awareness of the 

individuals rating themselves which may not always be present. Social desirability bias 

regards answering in the way one thinks the evaluator wants rather than answering 

truthfully. Students may engage in this bias due to lack of buy-in to a one-size-fits-all 

curricula or lack of rapport with their teacher and not wanting to have follow-up 

conversations on these topics (Bailey et al., 2019; Elias, 2019). Additionally, there may 

not be enough time in the school day, or time in the school’s curricula to allow students 

the time to complete a questionnaire contributing to low sustainability of SEL 

interventions (Bailey et al., 2019; Elias, 2019; Hart et al., 2020). Further, these 

questionnaires require adequate response rates to provide accurate, summative 

information and have to be done repetitively to track changes in students’ competencies 

across time. Providing an assessment and solution, such as a low-lift, text analytics and 

NLP approach, which can be implemented in any context is not limited by time 
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restrictions. Its flexibility for assessment by any teacher or school staff member 

throughout environmental contexts aids in schoolwide consistency in promoting and 

evaluating SEL, and its ability to be engrained in technology can assist with continuous, 

passive collection of data rather than requiring time for yet another assessment. 

Acknowledging these limitations of self-report measurements, some assessments 

have transitioned to teacher or mentor ratings in-addition to, or in-place of, self-report 

ratings (Ashdown & Bernard, 2011; Jones & Bouffard, 2012). However, teachers or 

mentors may not have a fully representative view of the student’s SEL or have the 

time/resources to appropriately rate all of their students (Ashdown & Bernard, 2011; 

Bailey et al., 2019; Lawson et al., 2019). There is also the challenge of phrasing questions 

to younger participants due to difficulties of reading and cognitive demands (McKown, 

2019). This difference in ability and phrasing slows generalized assessment of students’ 

SEL as researchers need to ensure their rephrased questions still appropriately map out to 

their assessed SEL factors. These limitations highlight another need to move away from 

self-report and other-report measurement to an assessment approach that is not a time or 

resource burden on staff and students while also permitting flexible assessment across 

contexts.  

To maximize SEL’s associated benefits with student academic success, student 

engagement, and teaching efficacy, proper assessment must occur (Durlak et al., 2011; 

Yang et al., 2018). Current SEL assessment is predominately characterized as being 

reliant upon small convenience samples of students in narrowly tailored settings causing 

generalizability concerns; being standardized and not-tailorable to individual 

needs/differences; using self-report assessments vulnerable to social desirability bias; and 
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facing time- and resource-restriction concerns (Ashdown & Bernard, 2011; Bailey et al., 

2019; Lawson et al., 2019; McKown, 2019; West et al., 2020). These existing limitations 

indicate a call for innovation in SEL assessment. Some have proposed low-lift strategies, 

which are flexible and permit tailoring SEL to individual classroom needs (Bailey et al., 

2019) while others have proposed teacher or mentor ratings in-addition to, or in-place of, 

self-report ratings (Ashdown & Bernard, 2011; Jones & Bouffard, 2012). Per Liu and 

Huang’s (2017) recommendation of focusing on a few SEL areas and analyzing them 

first before trying to be comprehensive of SEL entirely, this report will present a focus on 

growth mindset. Through its flexibility and ability to integrate with technology, a text 

analytics and NLP approach can assess current SEL interventions, incorporate the low-lift 

and teacher/mentor rating recommendations, address the time- and resource-restriction 

concerns, and answer the call for innovation and scalability in SEL assessment beginning 

within growth mindset. 

Growth Mindset  

As previously mentioned, there are numerous conceptualizations of SEL 

contributing to difficulties determining what the “assessment of SEL” can or should 

encompass and be designed. Acknowledging the difficulty comparing results across 

studies due to different utilized constructs and measures as well as the need to provide 

practitioners with guidance and clarity on SEL terminology (Jones et al., 2019; Lawson et 

al., 2019; West et al., 2020), the Harvard Taxonomy project has consolidated the multiple 

SEL frameworks and their assessed skills into six domains: cognitive, emotion, social, 

values, perspectives, and identity (EASEL Lab, 2021a). Within these domains, the 

Harvard Taxonomy project provides subdomains helping to conceptually define these 
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domains (detailed in Table 1), and within each subdomain there are competencies 

providing further conceptualization and operationalization clarification (EASEL Lab, 

2021a).  

The Harvard Taxonomy is helping the field advanced towards a more concrete 

conceptualization of SEL. For example, this project can help address issues presented by 

McKown (2019) by assisting with coordinating standards, programs, assessment, and 

professional learning. As SEL becomes more conceptualized, practitioners will be able to 

align terminology and engage in benchmarking across different assessments, and as this 

challenge is further addressed, more time can be devoted to an assessment approach that 

is not a time or resource burden on staff and students while also permitting flexible 

assessment across contexts. In the current study, this Harvard taxonomy was used to 

conceptualize growth mindset as it has consolidated definitions and competencies across 

numerous frameworks. This conceptualization of growth mindset was then used to assess 

its impact on academic performance. 

The Harvard Taxonomy Project’s identity domain concerns perceptions of oneself 

and one’s autonomy. Its subdomains include self-knowledge, purpose, self-

efficacy/growth mindset, and self-esteem (see Table 2). Highlighted below, there are four 

competencies of growth mindset (EASEL Lab, 2021a): 

• Believes that intellectual abilities and personality traits are qualities that can be 

developed and improved  

• Expresses confidence in oneself and one’s ability to improve or succeed  

• Sees challenges as things that one can take on and overcome with time and effort  

• Belief that one has a choice (agency) 
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Growth mindset fits within this domain as this competency encompasses the idea that 

through dedication and hard work, people believe they can develop their most basic 

abilities (Dweck, 2017). Of all the concepts within SEL, growth mindset was selected to 

be focused on because its contextual differences have been well-documented (Claro et al., 

2016; West et al., 2020) as well as its association with academic success (Claro et al., 

2016; Hochanadel & Finamore, 2015; Kim & Park, 2020), a valued outcome by 

practitioners often considered in the formation of SEL assessment programs (Eklund et 

al., 2018; Elias, 2019; Jones & Bouffard, 2012; Lawson et al., 2019). Growth mindset is 

important as it is associated with having grit (Hochanadel & Finamore, 2015) and 

developing new interests (O’Keefe et al., 2018). Researchers believe it can be cultivated 

and help one express their creativity. As contextual differences have been well-

documented, it is important to provide a flexible, low-lift assessment strategy and provide 

teachers autonomy in utilizing their relationships, observations, and decisions towards 

providing effective and timely growth mindset support to students (Bailey et al., 2019). 

The ability to attune to contextual differences will also assist with scalability to other 

areas within SEL, areas that do not have as great of research as growth mindset. Hence 

improving assessment of growth mindset will be valuable to practitioners and serves as a 

focus area to integrate developer and practitioner priorities focusing on combining 

psychometric rigor with practical relevance per McKown’s (2019) recommendations.  

 Alternatively, if a person is low on growth mindset, they may be considered to 

have a fixed mindset, where people believe their basic qualities, like their intelligence or 

talent, are innate and cannot be developed. They may also believe that talent alone, 

without effort, creates success (Dweck, 2017). Fixed mindset has been associated with 
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negatively predicting academic achievement in elementary and middle school (Kim & 

Park, 2020) while also associated with low rates of retention in an online college 

environment (Hochanadel & Finamore, 2015). Assessing growth versus fixed mindset 

with an SEL approach helps schools understand their students’ persistence in face of 

adversity (Hochanadel & Finamore, 2015; O’Keefe et al., 2018). A low-lift assessment 

approach provides the flexibility to assist with determining the various environmental 

factors a student has persisted through contributing to their display of a growth or fixed 

mindset. 

Regarding contextual effects, there are minimal differences in growth mindset 

between boys and girls; patterns across racial/ethnic groups occur as early as middle 

school but narrow by more than half by grade 12 with increases seen for students of all 

races by grade 12; and growth mindset typically increases monotonically throughout 

elementary and middle school before leveling off in high school (West et al., 2020). 

Additionally, its positive relationship with achievement was found across all 

socioeconomic strata in a high school student sample from Chile (Claro et al., 2016). 

These findings highlight that growth mindset should be generalizable across 

subpopulations. If any significant subgroup differences exist, a text analytics and NLP 

approach can help discern why and where the differences exist.  

With links to academic performance, persistence, and achievement, growth 

mindset is a valued outcome by practitioners because it helps answer who is successful 

and why. For example, growth mindset is associated with having grit which has helped 

predict who would get into and graduate from West Point, who would win the National 

Spelling Bee, and who would be a successful sales representative in a private corporation 
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(Hochanadel & Finamore, 2015). Naturally, all of these are different contexts where 

success can be uniquely conceptualized. Seeing this generalizability of growth mindset 

and grit, it is important to provide flexible assessment (Bailey et al., 2019). These 

findings highlight that growth mindset should be generalizable across contexts; if any 

significant context differences exist, a text analytics and NLP approach can help discern 

why and where the differences exist. Furthermore, given its value to practitioners, growth 

mindset provides a case study opportunity for researchers to integrate developer and 

practitioner priorities focusing on combining psychometric rigor with practical relevance.  

Therefore, growth mindset is the focus of this study for a variety of reasons. First, 

it has a valuable association with academic performance, persistence, grit, and 

achievement (Claro et al., 2016; Hochanadel & Finamore, 2015; Kim & Park, 2020; West 

et al., 2020). Second, given its value to both students and teachers/mentors (Heggart, 

2015), growth mindset is an ideal topic for researchers to integrate developer and 

practitioner priorities while focusing on combining psychometric rigor with practical 

relevance per McKown’s (2019) recommendations. Third, as contextual differences in 

growth mindset have been well-documented (Claro et al., 2016; West et al., 2020) a 

flexible, low-lift assessment strategy should be used (Bailey et al., 2019). Thus, this study 

is exploring the feasibility of using text analytics and natural language processing (NLP) 

as a flexible, low-lift assessment of growth mindset that can discern differences between 

groups and account for contextual and environmental effects. 
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Text Analytics, Natural Language Processing, and Word Embeddings 

Conceptual and Approach Overview  

Text analytics and NLP is a method of analysis that helps address the limitations 

of self-report assessments (Elias, 2019; McKown, 2019). As mentioned previously, text 

analytics is the automated process of translating text into data which can be analyzed for 

patterns, trends and insights (Lexalytics, 2021; Pustejovsky & Stubbs, 2012). This 

automated process utilizes machine learning principles to derive meaning from 

unstructured text documents. That is, text analytics is the process of a computer 

transforming the raw text into usable information such as identifying who is talking, what 

they are talking about, and what they are saying about those topics (Mohler, 2020). 

Text analytics’ key goal of text quality evaluation helps one search information 

patterns as well as identify when matching semantic structures exist (Titenok, 2022). This 

approach assists with large data sets and when one needs to identify patterns across all of 

the qualitative data. For example, if a school district is trying to reconsider its elective 

offerings through an open-response survey, text analytics can list themes from all of the 

responses. Patterns in these themes can then emerge indicating what the most popular 

answers were, and then what were the most popular answers in specific subgroups such 

as by each individual school in the district or gender (Titenok, 2022). 

Text analytics deals with the words in the text itself and employs a variety of 

tactics to quantify those words. Those resulting quantities are then used to better 

understand the concepts represented in the text and/or to predict a specific outcome. One 

such method text analytics utilizes is a bag-of-words approach that acts like a wordcount 

throughout the entire document. This approach removes the punctuation from the text and 
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examines the occurrence of each word independently from the sentence in which it 

occurred. Thus, this approach, and most text analytics approaches, provides the frequency 

of words, not the context in which they occurred (Brownlee, 2019).  

Text analytic techniques then takes these frequency counts to describe the natural 

text (e.g., the frequency of part of speech used, the pervasiveness of emotionally related 

words) and identify patterns automatically (e.g., if certain presence of certain themes 

were related to type of sentiment; Castillo, 2021; Linguamatics, 2021). For example, a 

Term Frequency-Inverse Document Frequency (TF-IDF) report can be created. Term 

frequency assesses the number of times a particular term appears within the document 

relative to the document’s length. Inverse document frequency evaluates how common, 

or uncommon, a word is throughout the entire document or collection of documents and 

assigns a relative weight to the words; frequent words across all documents such as “a, to, 

and the” are given a lower weight, lower importance, to help uncommon terms (e.g., test, 

struggled, accomplishment) have a higher impact. Thus, following a bag-of-words and 

TF-IDF approach helps one quantify and evaluate the quality of the more important 

words in the text (Brownlee, 2019). 

NLP is closely aligned with text analytics and while in many use cases it is 

difficult to differentiate the two, NLP is generally thought of as the next progression of 

text analytics where not only the frequency and relationships between words in a 

document are considered, but their relative context in the document is considered as well. 

Thus, NLP is a process that helps to further understand the underlying meaning of the 

information in the documents broken down by text analytics (Lexaltyics, 2020) by 

examining the text semantics and grammatical structures (Titenok, 2022). As a 
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component of text analytics, NLP gives researchers the ability to process human language 

and understands its meaning, including intent and sentiment (Pustejovsky & Stubbs, 

2012). For example, NLP is necessary to understand idiomatic expressions like “It was a 

piece of cake.” Text analytics evaluating each word independently would consider “cake” 

as a dessert rather than consider the entire phrase as saying the task was easy to do. NLP 

helps reveal the meaning of documents not only by evaluating word frequency but also 

by considering the grammatical structure of the documents (Titenok, 2022).  

Assisting with the determination of intent and sentiment, NLP provides a variety 

of summary information including ontologies (creating a vocabulary of terms with 

constraints on its use) and semantic typing (identifying what a word or phrase-often 

found in an ontology-denotes; Linguamatics, 2021; Pustejovsky & Stubbs, 2012). 

Ontologies permit the ability to understand meaning even if the content is expressed in 

different ways or with a different context (Linguamatics, 2021). For example, when 

someone mentions “ASU,” ontologies can determine if they are referring to Appalachian 

State University or Arizona State University and permits NLP to understand App State 

also refers to Appalachian State University. Furthermore, ontologies can serve as the 

“vocabulary list” for the bag-of-words approach by providing the words the analysis is 

focusing on (Brownlee, 2019). These may serve as the rarer, prioritized words 

highlighted in the TF-IDF report. NLP’s ability to accurately summarize information and 

automatically identify patterns results in an algorithm that can apply these same decision-

making principles to new sources of text data (Pustejovsky & Stubbs, 2012).  

Once this vocabulary has been determined, semantic typing assists in determining 

what a word or phrase denotes. Examples of semantic typing include identifying persons, 



TEXT ANALYTICS EXPLORATION OF SEL  22 

 
 

organizations, places, and times – helping understand who is talking, the content they are 

talking about, and the emotion/sentiment they express about that content (Mohler, 2020; 

Pustejovsky & Stubbs, 2012). For example, semantic typing helps NLP understand the 

difference in the use of “history” between “I have to go to history class” and “she and I 

have a bit of history together.” Identifying these features assists in determining patterns 

and helps the computer learn if it needs to expand its categorization. For example, times 

can refer to days of the week or certain hours of the day. Through analyzing more data 

for patterns, NLP can learn if it is important to distinguish these types of time 

(Pustejovsky & Stubbs, 2012). The ability to create better categorizations assists the text 

analytics and NLP’s algorithm in applying these same decision-making principles to new 

sources of text data. 

A newer area of focus within NLP is word embeddings, which enhance the 

generalizability of results by acquiring a learned representation for text to provide similar 

representation to words with similar meetings (e.g., fight and brawl; Brownlee, 2017; 

Chen et al., 2013). In short, word embeddings assess the relationships between words and 

assess their similarity in meaning (Kjell et al., 2021). Word embeddings are based on a 

linguistic theory namely the “distributional hypothesis” (Harris, 1954), which broadly 

states that words that have similar context will have similar meanings. Word embedding 

algorithms determine word similarity by first assessing the probability that other words 

appear before and after a specific word a body of text (i.e., the extent to which a specific 

word is “embedded” in sentence). These probabilities represent the context in which a 

word tends to be used. The probabilities are then compared to other words determining 

which words in a language tend to be used in similar contexts (i.e., which words tend to 
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have the same words coming before and after it). Words that are determined to be used in 

similar contexts (i.e., tend to have the same words preceding and following them) will 

have similar meaning.  

The word embeddings approach allows for greater scalability by permitting text 

analytics for larger and smaller datasets as well as speeding up computation by 

facilitating the ability to assess the context of a word in-relation to the entire source of 

text (Wiedemann et al., 2019). Pre-trained models have the similarities and 

representations of a large corpus of words together which can be used on new data to 

relatively quickly convert text to numeric values that can then be used to predict 

outcomes. Thus, word embeddings can serve as a low-lift assessment strategy as it 

provides a continual opportunity for users to review, discuss, and interpret assessment 

results across time and contexts permitting enhanced scalability (Elias, 2019; Liu & 

Huang, 2017; McKown, 2019; Wiedemann et al., 2019). 

Multiple text embedding models exist, such as Word2Vec (Mikolov et al., 2013), 

Global Vectors for Word Representation (GloVe; Pennington et al., 2014), and 

Bidirectional Encoder Representations from Transformers (BERT; Devlin et al., 2019). 

Word2Vec has served as the de facto standard for developing pre-trained word 

embeddings and permits better understanding of idiomatic phrases (e.g., “The New York 

Times” is an entity and should be considered as a whole; it should not be considered as 

the natural combination of the meanings of “new” “York” and “times;” Brownlee, 2017; 

Mikolov et al., 2013). A strength of Word2Vec is its requirement of less computational 

power compared to previous embedding approaches permitting higher-quality word 

embeddings and more dimensions of embeddings to be learned; to create the word 
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embeddings, Word2Vec uses a continuous bag-of-words (CBOW) or continuous skip-

gram model (Brownlee, 2017). Both use a word’s local usage context (where it is nestled 

amongst its neighboring words) to learn about the word. The CBOW method predicts the 

current word based on its context while the continuous skip-gram model predicts the 

surrounding words based on the current word (Mikolov et al., 2013). This approach helps 

a machine learning algorithm create a more accurate predictive model for creating and 

understanding the embeddings due to its ability to predict each next word in the text 

document (Kulshrestha, 2019). Having more accurate embeddings will permit greater 

accuracy in follow-up analyses using the embeddings. 

GloVE is an extension of Word2Vec that has improved its ability of capturing 

word meaning and demonstrating its meaning via tasks like calculating analogies (e.g., 

King – Man + Woman = Queen; Brownlee, 2017). Beyond just using the word’s local 

usage context, GloVe analyzes the word’s usage context based on the entire text corpus 

using matrix factorization techniques (Pennington et al., 2014). Unlike previous 

methodologies that considered the entire matrix of words, GloVe only assesses the 

nonzero elements in the matrix (i.e., examines only the words that appear in the text 

documents), which increases computational speed and accuracy of the resulting numeric 

word embeddings (Brownlee, 2017; Pennington et al., 2014). Both Word2Vec and GloVe 

are relatively equivalent at capturing semantic information, but GloVe tends to perform 

better at identifying word analogies and named entity recognition (i.e., determining if a 

word refers to a person's names, location names, company names, etc.; Brownlee, 2017; 

Pennington et al., 2014).  
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BERT is one of the latest extensions and advancements in the embeddings 

literature as it is a contextualized word embeddings approach (Devlin et al., 2019; 

Miaschi & Dell’Orletta, 2020; Reimers et al., 2019; Wiedemann et al., 2019). Word2Vec 

and GloVe are static word embeddings, meaning they do not change based on context 

(e.g., “table” is considered the same regardless of its context: “come to the dinner table” 

and “check the table of contents;” Wiedemann et al., 2019). BERT permits the 

embeddings to change based on context permitting greater ability to adapt to new, unseen 

textual topics (Devlin et al., 2019; Reimers et al., 2019). Beyond creating these 

contextualized word embeddings, BERT will also output its own static embeddings that 

have been shown to provide better predictive validities compared to Word2Vec and 

GloVE and Word2Vec (Fang et al., 2022; Miaschi & Dell’Orletta, 2020). Thus, BERT is 

one of the strongest embedding approaches for identifying trends in a corpus that is 

context-dependent, has a variety of topics within it, and shows strong predictive validity 

compared to other embedding techniques (Jia et al., 2021).    

Additionally, these summary patterns found in text by NLP and word embeddings 

can then be compared to outside information to determine if certain features of text 

information are related to outside criteria. For example, showcasing the utility of BERT, 

Kjell et al. (2021) turned open responses to a Satisfaction with Life Scale and Harmony 

in Life Scale into word embeddings. The embeddings were then compared to numeric 

variables using a statistical model such as multiple linear regression. Using the 

satisfaction text-response embeddings, they predicted the rating scale scores from the 

Satisfaction with Life scale achieving an R2 of .38 meaning the embeddings explained 

38% of the variance within the rating scale scores. This result highlights differences in 
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the individual responses do add to the prediction of Satisfaction with Life scale scores. 

Beyond predicting another variable in the same dataset, these embeddings and models 

can be applied to new datasets. For example, Kjell et al. (2021) used a pre-trained 

embedding model, based on a model by Warriner et al. (2013) that was created from 

almost 14,000 words that were assessed on valence, arousal and dominance, to apply 

valence predictions to a harmony in life scale score. BERT is superior to Word2Vec or 

GloVe for this purpose as it has been found to demonstrate greater content, convergent, 

discriminant, and predictive validity overall (Fang et al., 2022). Thus, Kjell et al. (2021) 

provides proof-of-concept that word embeddings can be used to predict continuous 

outcome variables.  

The ability of NLP, and in particular word embeddings, to determine intent and 

sentiment has the potential to provide users additional information by further identifying 

patterns and trends in the text data compared with more traditional text analytics 

approaches. This additional information beyond text analytics assists with document 

classification (placing a document in the appropriate category; Pustejovsky & Stubbs, 

2012). For example, NLP could assess students’ written communication and sentiment to 

assist with categorizing students as demonstrating more growth mindset or fixed mindset. 

This categorization could be compared to persistence in the face of adversity (i.e., what is 

the student’s sentiment when presented with a challenge) or high school/college retention 

likelihood (Hochanadel & Finamore, 2015; O’Keefe et al., 2018). The ability to create 

better categorizations assists the text analytics and NLP’s algorithm in applying these 

same decision-making principles to new sources of text data. 
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TA, NLP, and Word Embeddings Steps and Processes  

Text analytics, NLP, and word embeddings can work to identify themes in data 

and then be used to make an algorithm assessing differences between the themes on an 

outcome variable. To make a text source ready for such an algorithm, Lexaltyics 

describes seven computational steps, using elements of text analytics and NLP, that must 

occur (detailed in Table 3; Mohler, 2020). Step one involves language identification – 

determining in what language the document is written (e.g., English – U.S.). Selecting the 

appropriate language helps the algorithm appropriately break the text into categories and 

comprehend the sentence structure. Step two is tokenization – breaking the text into 

individual units of meaning one can operate on. For example, tokenization can involve 

dividing a sentence into single words; each word, and sometimes punctuation, would be a 

token (Mohler, 2020). Step three is sentence breaking - ensuring one can still tell where 

sentences ended within the new tokens. One can use punctuation to help determine where 

the sentences end, but the algorithm also needs to also interpret the words adjacent to it. 

For example, consider the sentence, “I went to see Dr. Adams yesterday.” The algorithm 

must decide if the sentence ends at the period after Dr or the period after yesterday. 

Analyzing the tokens sequentially helps the algorithm make the correct decision. Step 

four is part of speech tagging – involves identifying and labeling the part of speech (e.g., 

noun, adjective, preposition) of each token. For example, “row” is a verb in “row your 

boat” and a noun in “the row of chairs.” Step five is chunking – assigning part of speech 

tagged tokens to phrases (e.g., noun phrases, verb phrases). For example, consider the 

sentence, “The student was sent to the office.” “The student” is the noun phrase, “was 

sent” is the verb phrase, and “to the office” is the prepositional phrase. Step six is syntax 
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parsing – diagraming the sentence and determining its structure. Additionally, this is an 

important precursor to sentiment analysis as it can determine the sentiment of a word 

based on its location in the sentence diagram. Lastly, step seven is sentence chaining – 

connecting related sentences together based on its relative association to an overall topic; 

upon grouping related content together into these themes or categories, analyses can then 

be ran comparing them to one another leading to summative insights (Mohler, 2020).  

NLP techniques, such as word embeddings, automate many of these steps with 

them occurring behind the scenes within the machine learning “black box” (Chen et al., 

2013; Devlin et al., 2019). This section serves to help the reader understand what the 

predictive model is doing behind the scenes. Through this seven-step process, raw text 

can be grouped and categorized, helping the algorithm learn to understand named entities, 

track sentiment in adjective-noun combinations, and discern themes from text patterns. 

Additionally, this process helps eliminate irrelevant information and noise through its 

normalization techniques (Al-Maitah, 2018). Therefore, meaningful patterns for 

interpretation in qualitative data can be derived through text analytics that can aid with 

discerning individual and/or group differences (Liu & Huang, 2017; Nasir et al., 2020). 

The ability to train an algorithm to categorize content from student interactions, whether 

in-person or virtual, assists with scalability of SEL through being efficient schools’ 

limited time and resources and ability to obtain results from large datasets quickly (Al-

Maitah, 2018; Chen et al., 2013). Rather than having to deliver periodic self-report 

surveys during class, this text analytics and NLP approach can be used to continuously 

update its themes and classifications. Practitioners and researchers can collaborate on 

interpreting the significance of the themes throughout the school year for various student 
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populations, contributing to providing flexible, low-lift approaches and solutions for 

SEL.  

Ability to Assess Individual Differences  

Text analytics can also be applied to measuring individual differences. One 

practical example of text analytics is a business that wants to design a new phone and 

understand what features customers value. The business can use text analytics on 

customer reviews of other phones to identify sentiment about features that were included 

and desires for excluded features. The frequency of certain themes in the reviews can also 

help the business rank-order what customers care about most. Hence, through text 

analytics, the computer can group together related words and identify their frequencies to 

deliver valuable insights to the business. 

In the area of education, Liu and Huang (2017) followed a similar process to this 

example. Instead of reviewing customer reviews to determine phone features, they 

analyzed students’ teaching opinion surveys to determine characteristics of students’ 

motivation to learn. They were able to put students in groups based on the use of similar 

terms to describe their opinion in the survey. The groups’ word choice frequency was 

then able to be compared to deliver insights. Ultimately, Liu and Huang (2017) were able 

to use text analytics to make a predictive model to group students by their motivation to 

learn from their previous teaching opinion survey responses. Following these examples, 

word embeddings can be used to assess similar terms in students’ communication that 

correspond with their reported growth mindset, helping identify patterns and discern if 

any differences exist between students with different ratings of embodying growth 

mindset. 
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Another example of text analytics and NLP’s application to education is how they 

are being increasingly incorporated in smart education (the incorporation of technology 

and “smart devices” into classroom instruction) due to the increased integration of 

technology into the classroom and the ability to collect more current feedback from 

students. Techniques such as sentiment analysis, opinion mining, and emotion analysis 

can lead to valuable insights contributing to better decision-making and an enhanced 

student engagement process (Mohammed et al., 2021). For example, Valcarcel et al. 

(2021) reviewed hundreds of thousands of reviews on RateMyTeacher.com to determine 

common characteristics across these descriptions of poorly rated teachers and to help 

drive school and district policy. Ultimately, they were able to find themes within the 

teacher’s personality/rapport with students, duties, teaching, and assigned workload 

across the reviews. Specifically, they found across all reviews, 38.2% corresponded to 

bad teaching, 36.3% corresponded to teachers’ personalities, and 11.2% corresponded to 

teachers as unwilling or unable to fulfill their duties. Thus, Valcarcel et al. (2021) 

conveyed how students’ evaluative comments can generate insights that can be used to 

influence policy. 

Text analytics has also been used to analyze the job market and advise business 

school curriculum. Reviewing a database of job postings, Nasir et al. (2020) used a text-

analytics approach to characterize the state of the current business job market while 

analyzing optimal skillset themes based on different local and global job markets. These 

findings would aid graduate programs in re-evaluating which skills to emphasize and 

train across their programs. Correlating their findings of skillsets valued the most with 

location highlighted the supply versus demand dynamic for these skills and latent 
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variables like compensation. Their approach also enabled them to compare how valued 

skillsets changed based on differences in job industry, job type, and education level. 

When combining all of the data together, the authors recommend professionals and 

business schools should focus on the following skills to convey a competitive advantage: 

having strong statistical foundations with a knowledge of forecasting, data mining, and 

visualization techniques; project and product management experience; leadership skills; 

initiative; and familiarity with data mining, Big Data, and machine learning toolkits 

(Nasir et al., 2020). Thus, their text analytics approach helped deliver practical insights 

for the overarching group while also delivering tailored examples for some subgroups. 

As detailed earlier, there is a need to provide scalable and low-lift SEL 

assessment. Liu and Huang (2017) believe a data science approach is the solution. Their 

approach, similar to the text analytics approach previously described, ensures the quality 

of results can be used to solve the user’s problems while providing standardization which 

permits faster, reliable, and manageable replication. Ultimately, incorporating text 

analytics can help enhance the learning experience through the insights it gains 

(Mohammed et al., 2021). Liu and Huang (2017) did a case study of their process 

assessing how university students’ motivation for learning varied during a semester. 

Their data science approach resulted in an algorithm that enabled the university instructor 

to predict students’ motivation to learn throughout the semester based on computer-

mediated communication. Thus, as seen in these applied examples from the extant 

literature, text analytics results in practical predictive models enabling practitioners to 

make informed decisions on policy and practice (Liu & Huang, 2017; Nasir et al., 2020; 
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Valcarcel et al., 2021). Regarding SEL, text analytics can assist the field in predicting the 

intersectionality of contextual factors and their impact on exhibiting SEL competencies. 

Text analytics and NLP serve as a flexible, low-lift assessment method that can 

analyze contextual and subgroup differences (Bailey et al., 2019; Nasir et al., 2020; 

Valcarcel et al., 2021). These groups can be conceptualized in numerous ways such as 

their classroom, which school they attend in a district, if they are in an after-school care 

program, and who their mentor is. Specifically, this study will discern if there are any 

distinctions in communication among the students grouped by their different growth 

mindset ratings. Furthermore, by creating a computer algorithm that can summarize data 

and automatically identify patterns, word embeddings permit scalability by quickly 

assessing and summarizing trends in student communications or open survey responses 

(Liu & Huang, 2017; Mohler, 2020; Valcarcel et al., 2021; Wiedemann et al., 2019). As 

seen in previous research, student communications can be used to assess competencies 

and are valuable toward influencing SEL strategies (Liu & Huang, 2017; Valcarcel et al., 

2021). Thus, a word embeddings approach can help address the current limitations 

impacting the study of SEL and deliver valuable insights on how students exhibit growth 

mindset.  

Current Study 
 

This paper serves to advance the assessment of SEL by conducting an exploratory 

analysis of assessing a text based SEL program measurement of growth mindset. As 

unknown information and connectivity between various documents can be uncovered 

from text analytics or natural language processing, these techniques deliver predictive 

solutions for data analytics (Mohammed et al., 2021). This approach will also permit 
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scalability; it can be included within e-learning platforms, passively collecting this data 

over manual surveys, responding to Elias’s (2019) concern for the future of SEL. A 

conversational platform can also work to address response-sets as more rapport has been 

built with the individual asking questions and SEL questions can be intertwined within 

the conversation rather than asking the student to complete a questionnaire. Additionally, 

communication can occur in real time and students can actively engage with their support 

network. Once the SEL data is passively collected, researchers and practitioners can 

coordinate reviewing, discussing, and interpreting the data’s meaning helping ensure 

practitioners are obtaining useful and actionable insights responding to some of 

McKown’s (2019) highlighted challenges. Additionally, this paper heeds Liu and 

Huang’s (2017) recommendation to focus on a few social-emotional skill areas before 

incorporating a text analytics / data science approach in large-scale education settings by 

focusing only on the growth mindset subdomain within the Identity SEL domain. 

Previous research has suggested that text analytics and NLP, can be used to assess 

individual differences such as the motivation to learn and characteristics of a bad teacher 

(Liu & Huang, 2017; Valcarcel et al., 2021). With the increased integration of technology 

into the classroom and the ability to collect more current feedback from students, text 

analytics and NLP permits scalability and opportunities for additional evaluative 

techniques such as sentiment analysis, opinion mining, and emotion analysis which can 

lead to valuable insights contributing to better decision-making, an enhanced student 

engagement process, and improved policy and curriculum decisions (Mohammed et al., 

2021). Since word embeddings have the potential for more integration into the classroom 

and current feedback from students, it can help addresses Elias’s (2019) call to actions for 
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how to feasibly scale up high-quality SEL and address the limitation of teachers/mentors 

not having the time/resources to appropriately rate all of their students (Ashdown & 

Bernard, 2011; Bailey et al., 2019).  

Hence this paper presents a word embeddings evaluation of a proposed text based 

SEL assessment of growth mindset. This approach should address the limitations of self-

report measurement and the current SEL assessment. Conducting a review of the relevant 

literature, to the best of our knowledge this is the first study to assess a text based SEL 

assessment using a word embeddings approach. Therefore, this study is explorative and 

will address the following research question: 

Research Question: Can analysis of text message conversations between agents and 

students be used to assess a student’s level of growth mindset? 

Methods 
 

 This project has been approved, as required, by the Institutional Review Board of 

Appalachian State University (February 4, 2022; IRB Reference # 110194). See 

Appendix A for IRB approval.  

Participants 

Data were collected from 815 students across the United States participating in a 

third-party mentoring program operated by a peer-mentoring organization that traces 

student academics. Full growth mindset scores were not obtained for three of the students 

and records for four students were duplicated, so they were dropped from supplemental 

analyses leaving a sample of 808 students (59.4% female, Mage = 16.8 years, MTimeinProgram 

= 530 days). This mentoring program is a comprehensive digital support platform 

providing tutors, mentors, and advisors while emphasizing consistent, purposeful 
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communication rather than surveys and questionnaires. Table 4 provides a summary of 

the student demographics.  

Data was also collected from the peer-mentoring organization’s agents, who 

digitally provide this organization’s comprehensive on-demand student support services. 

While the specific data for the agents used in this study were not available, the peer-

mentoring organization reports the average GPA of their agents is 3.63 with 36.85% of 

their agents currently being in college, 51.47% already having their bachelors, and 

33.08% currently being in graduate school or having already received a graduate school 

degree. The current study included 24 agents (62.5% female, 29.2% Caucasian, Mage = 

23.5 years, MTimeinProgram = 527 days) who provided growth mindset ratings on their 

assigned students (14-83 students per agent). The peer-mentoring organization selected 

all agents who have worked there for three or more years to be included. Of contacted 

agents, there was a 100% participation rate. Table 5 provides a summary of the agent 

demographics. 

Text Messages  

Text message conversation data was provided from students and agents involved 

in the program from March 18th, 2018 through February 15th, 2022. In total, 350,577 

text messages were exchanged (192,660 of which were from students) during this time 

period among the 808 student-agent dyads (MTotalMessages = 433.5, MStudentInitatedMessages = 

195.29, MAgentInitatedMessages = 238.21, MNumberofTextsPerDay = 0.85). While only the message 

originating from the students were analyzed in the current study, Table 6 provides the 

descriptive statistics of the total, student-initiated, and mentor-initiated text messages. 

Only student-initiated texts were analyzed within the predictive models as the student’s 
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language is the primary ‘source of truth’ for the agents to make their growth mindset 

ratings. These other message characteristics are still valuable to analyze to determine if 

they impacted the prediction model; if significant relationships are found, future models 

could include texts from both students and agents.  

Growth Mindset Assessment 

A literature review using the RAND Education Assessment Finder (Hamilton et 

al., 2021) was conducted to find existing self-report Growth Mindset questions. RAND 

Corporation is a large non-profit research organization and reputable source. The RAND 

Education Assessment Finder provides information about assessments of K-12 students’ 

interpersonal, intrapersonal, and higher-order cognitive competencies. Additionally, it 

permits filtering by keyword and several variables such as grade level, respondent, 

method of administration, administration time, item format, and fee for use (Hamilton et 

al., 2021).  

Corresponding with this peer-mentoring organization’s student population, the 

following filters were used: Grade Level (6-8, 9-12, postsecondary), respondent (student), 

method of administration (paper/pencil, digital, oral), item format (selected response, free 

response). This literature review resulted in 94 questions being identified from various 

publicly accessible assessments. Ultimately, two prompts were taken from validated, 

traditional self-report survey items and modified to fit into the conversational discussions 

that agents have with their students: “Do you think you can get smarter if you work at 

it?” and “Do you think it is possible to get smarter by doing challenging things?” These 

questions were provided to agents to bring up the growth mindset topic, if needed. 
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To have enough content for text analytics, it was determined that an agent’s entire 

conversation with a student would be analyzed, and the prompts would not be required to 

be asked. Rather than the agents rating their students’ answers to the growth mindset 

prompts, agents rated the extent their students display various growth mindset 

competencies determined from their entire communication history with the student. To 

facilitate agents’ ratings, the rating form (see Figure 1) and training manual (see 

Appendix D) were created to properly train and advise agents of their responsibilities in 

the study. The addition of a section for agents to provide their rating rationale aids in 

finding trends across agents for ratings and be used to facilitate follow-up training guides 

for expanded SEL assessments. 

As seen in Figure 1, agents were asked to rank students on four scales of growth 

mindset on a scale from 1 (strongly disagree) to 5 (strongly agree). These four questions 

align with the Harvard Taxonomy Project’s self-efficacy/growth mindset subdomain 

(EASEL Lab, 2021a). The first prompt “This student believes that intellectual abilities 

and qualities can be developed and improved, rather than a skillset they are naturally 

stuck with” assessed the belief that one’s abilities can be developed (labeled as growth 

mindset developed). A second evaluates if the student exhibits self-efficacy, the 

confidence in their ability to overcome challenges (labeled as growth mindset self-

efficacy) and agents were asked to agree to the prompt “This student exhibits self-

efficacy, confidence they have the ability to encounter, identify, and learn to overcome 

challenges they face throughout life”. A third question asked agents to rate the extent 

“This student believes that with enough time and effort, they can overcome most 

challenges they come across” and gauges if a student believes with enough time and 
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effort, they can overcome most challenges (labeled as growth mindset time and effort). 

The last question appraises if a student believes they have agency, the ability to make 

independent choices that influence their current and future life (labeled as growth mindset 

individual choice) and agents were asked to agree with the extent “This student believes 

that they have the ability to make independent choices that influence their current and 

future life (i.e., this student exhibits an internal locus of control rather than external).” 

These four scores were then then summed to be the student’s total growth mindset 

score (labeled growth mindset total score). The total score is comprised of these four 

subscales to help agents conceptually and operationally define growth-mindset. This 

approach also permits greater flexibility in assessing the growth mindset skills a student 

may exhibit in the text message conversations. Hence having four subscales and a total 

provides a more comprehensive assessment than just asking agents to rate a student’s 

growth mindset based on the Dweck (2017) definition.  

Collection Procedures 

Student-agent conversation data was collected over text message or instant 

messenger via the peer-mentoring organization’s digital support platform. The student-

agent conversations varied in their content discussed and the amount of time between 

conversations. Rather than asking a pre-set list of questions in the same order, these 

conversations between agents and students are unstructured permitting for formation of a 

relationship over months of interactions and truly advising the student based on what they 

share with the agent. These conversations are unscripted and authentic, promoting the 

building of rapport and a raw exchange of information. The peer-mentoring organization 
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has support structures and management tools in place to assess how personalized the 

conversation is and how relevant the resources being shared with the students are. 

Agent rating data was also collected by the peer-mentoring organization. They 

volunteered their senior agents who have been working in the program for the past 3-4 

years conveying their subject matter expert status with mentoring in the SSA program. 

After being selected to participate in the study, each agent was contacted individually by 

their supervisor to explain the purpose of the study and what was expected from the 

agent. Prior to filling out the spreadsheet (see Figure 1), each agent had to read through a 

rating form Training Manual (Appendix D provides a copy of this manual).  

After receiving a custom spreadsheet from their supervisor with the names of all 

their students on it, each agent considered their previous conversations with the student 

in-relation to assessing growth mindset and its competencies. Agents were primed to 

consider if any previous conversation showed (an) example(s) of one of the competencies 

being applied and to assess if the student stopped responding when the conversation 

approach related to SEL (e.g., talking about a challenge and persisting through it). When 

making their ratings, agents were instructed to use a five-point scale where 1 

corresponded to strongly disagreeing the student displays the competency and 5 

corresponded to strongly agreeing the student displays the competency. For analysis, the 

growth mindset ratings are considered continuous; there will not be a cut-off or grouping 

value. 
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Analyses Methods 

Descriptive Analysis  

 Before conducting any analyses using word embeddings, the distribution and 

intra-correlations between the growth mindset scales were examined. Next the descriptive 

statistics of the students, agents, and text messages were computed and examined. The 

correlations between the student/agent characteristics and the text messages were 

examined along with the relationships between the student/agent/text message 

characteristics and the growth mindset scale scores.  

Text Data Cleaning  

As with numeric data, text data also needs to be cleaned prior to analysis. Thus, 

before the word embedding analyses could be run, the text data needed to be refined to 

just student-initiated texts and consolidated. Student-initiated texts were solely used in 

the follow-up analyses as the content in those messages is what influences the agent’s 

rating. The third-party partner provided data where each individual text was a separate 

case and a true/false column indicating if a message was student initiated. The data was 

subsetted to create two new variables: StudentTexts and AgentTexts. To properly get 

differences in embeddings by each student, all of the text messages had to be merged into 

one case. To accomplish this, the student text variables were grouped by a unique id 

number. This then resulted in a StudentTexts data set of 808 cases where each cell 

contained all of that student’s text messages; this file was then able to be converted into 

embeddings. 
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Word Embeddings 

As an exploratory analysis, the major goal of this study is to determine ‘proof of 

concept’ for the use to text message conversations between agents and students to assess 

a student’s level of growth mindset. R (R Core Team, 2021) was used to conduct the 

planned analyses. First, the student text messages were converted into text embeddings 

using the text package (Kjell et al., 2021) that utilizes the BERT embeddings approach 

(Devlin et al., 2019). BERT is a natural language framework/architecture that was pre-

trained using unsupervised learning on over 2.5 billion words from the English language 

Wikipedia using a deep neural network. This pre-training resulted in a BERT having a 

“vocabulary” of over the most common 30,000 words (i.e., tokens) in the English 

language (McCormick & Ryan, 2019). Each token in the BERT vocabulary can be 

summarized by one of twenty-four layers in the neural network. Each layer is comprised 

of numeric values for each of BERT’s 768 dimensions which represent a variety of 

sematic characters about the word (Kjell et al., 2021). Interestingly, it is not yet fully 

understood how the various layers differ, but empirical examinations indicate that 

BERT’s intermediate layers (e.g., layers eight through twelve) contain sufficient 

linguistic information to generally yield good results (Jawahar et al., 2019; Kjell et al., 

2021). 

The BERT approach to converting words in the text to a summary vector has 

several steps. The first step is to identify the sentence beginning and ending of sentence 

presented in the text. BERT does this by adding special tokens (i.e., [CLS] and [SEP]) to 

the start and end of the respective input sentence. Next BERT tries to assign an 

embedding for each word in every sentence. If any word is not present in BERT’s 
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vocabulary, BERT then uses word-piece embedding and tokenizes the word (e.g., with 

word “Playing” would be separated into two tokens “play” and “ing”) and then assigns an 

embedding to the separate tokens. If a token is present in the vocabulary, then BERT tries 

to break the word into the largest possible token contained in the vocabulary, and as a last 

resort will decompose the word into individual characters. It is because of this automated 

feature that BERT can always represent a word as, at the very least, the collection of its 

individual characters (McCormick & Ryan, 2019). 

After the embeddings (i.e., numeric vector of meaning) are assigned to every 

token (i.e., term in BERT’s pre-determined vocabulary) in a corpus (i.e., a structured 

collection of texts), the embeddings of tokens are combined or aggregated into one word 

embedding to sentences or paragraphs. This can be achieved by taking the mean, 

minimum or maximum value of each dimension (i.e., meaning of the vector – gender-

ness, tense, sentiment) of the embeddings. The default method in the text package is to 

use the mean of the vectors to create one embedding for each case in a corpus. The text 

package also allows you to return the results of multiple layers. In the current study, 

layers 11 and 12 were concatenated, which resulted in each student’s set of text being 

represented by a vector of 1536 dimensions.  

The textEmbed function resulted in all categorical/text variables in the relevant 

dataframe being converted into contextualized embeddings, saved in the output as the 

same name. Word embeddings create an ordered vector, a list of values, that depicts the 

meaning of a word (e.g., .1849, .0692, .0427, .00992). Naturally, this current output is 

meaningless to the coder; however, it makes sense to the machine learning the algorithm. 

Kjell et al. (2021) summarizes, “the numbers may be seen as coordinates in a geometric 
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space that comprises several hundred dimensions (a high dimensional space). The closer 

positioned two words are in this space (i.e., the more similar their vector embeddings 

are), the more similar the words are in meaning” (p. 7).  

The dimension output does not provide context as to what that specific dimension 

represents, but these elements can represent topics such as gender-ness of a word, a 

created theme (e.g., growth mindset), or tense. All of these dimensions are used to help 

create and refine the predictive model. Hence, the text package permits access to high-

quality pre-trained embeddings that have been created from numerous previous analyses 

to enhance the quality of embeddings for this novel dataset while also permitting access 

to contextualized embedding options.  

Predictive Modeling  

Once embeddings were created, relationships were then examined between the 

word embeddings and growth mindset scale scores using the textTrainLists function. 

Within this function, principal component analysis (PCA) and ridge regression with 

cross-validation were used to create a predictive model for each of the growth mindset 

scores using the resulting 1536 dimensions from the word embeddings (Kjell et al., 

2021). PCA was a pre-processing step in the textTrainLists function that served as a 

means to accurately report and evaluate a large number of variables using fewer 

components, while still preserving the dimensions of the data. It is widely described as a 

data reduction method used to summarize a large set of variables. The default in 

textTrainLists is the "min_halving", which is a function that selects the number of PCA 

components based on number of participants and feature (word embedding dimensions) 
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in the data. In this case, the PCA retained 768 components for the ridge regression 

analysis1.  

These components were then entered into a ridge regression (Hoerl & Kennard, 

1970) which follows a similar process as multiple linear regression, but it specializes on 

data that suffers from multicollinearity, the extent to which independent variables are 

correlated and have a joint impact. Additionally, it is used when there are a large number 

of predictors leading to concerns of the data in the current situation to remain applicable 

to other situations. This regression uses beta weights to regularize the coefficients by 

penalizing larger coefficients helping shrink them closer to the “true” population 

parameters. This regularization and shrinkage help tune the model which reduces its bias. 

  Cross validation is used to tune the ridge regression and prediction model. Cross 

validation helps choose the statistical model with minimal extraneous error included 

while assessing its predictive ability and generalizability (Kjell et al., 2021). Specifically, 

a K-fold approach was used to randomly divide the data set into a training set and a 

testing set. Within k-fold the “k” refers to the number of groups created; the default was 

10. For each group, a prediction model was estimated using the training set and then 

applied to the testing set, creating predicted values. These predicted values were then 

compared to the observed values and residuals could be calculated. The average of all the 

folds serves as the performance metric for the model; thus, this approach helps reduce 

bias (Kjell et al., 2021).  

 
1 The min_halving formula was that the number of components to be retained would be the max of two 
possible sets of numbers: 1) the smaller of either (number_features/2) or number_participants/2); and 2) the 
smaller of either 50 or the number of model features. 
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Ultimately, textTrainLists created a variety of useful outputs. First, it listed all 

predicted values for each case. It then reported the finalized prediction model for each 

dependent variable. Metrics for the model were also provided such as a Pearson’s 

product-moment correlation. This is the correlation between the predicted value from the 

model and the actual observed value and is equivalent to an R value from a regression 

model. Squaring this value will provide R2 which provides the amount of variance 

explained by the model detailing how well it fits the observed data.  

To further understand the accuracy of these prediction models and the R values, 

root mean square error (RMSE) values were calculated. This value shows the standard 

deviation of the residuals for each prediction model. The lower the RMSE value, the 

better a given model can “fit” a dataset, having the predicted values be as close to the 

observed values. However, the context of the data one is working with determines what 

truly is a “low” value. Therefore, one can normalize their RMSE by taking it and dividing 

it by the difference between its maximum and minimum value (RMSE / [max -min]); the 

closer the normalized RMSE is to zero, the better a given model is able to “fit” a dataset. 

 Additionally, the distribution of residuals and homoscedasticity, the assumption 

of similar variance across all groups being compared indicating equivalent prediction 

accuracy across the entire data, was assessed for each prediction model. Histograms of 

the unstandardized residuals and scatterplots with the residual value on the y-axis and 

fitted value on the x-axis were used for these evaluations.  

Bias Check  

The prediction model outcomes only revealed how well the model overall 

predicted growth mindset score ratings. It alone informed if it predicted better for one 
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subgroup over another. Therefore, the residuals, the difference between the actual and 

predicted value from the embeddings, were used to assess if the prediction model was 

more or less accurate based on student, agent, or text message characteristics. To assess 

for differences by student gender, agent gender, and agent ethnicity, one-way ANOVAs 

were conducted due to having a categorical predictor and continuous outcome. If the 

ANOVA indicated a significant difference by having a significant p-value and 

meaningful eta-squared, post-hoc analyses were run to determine where the significant 

difference was amongst the categorical groups. Specifically, a Bonferroni post-hoc test 

was run due to the large sample size, low variability, and unknown expected effect size. It 

is not as restrictive as other post-hoc tests and does not overly increase or reduce the 

likelihood of type I or type II errors as other post-hoc test comparisons. Additionally, the 

Cohen’s d effect size was also provided to determine the size of the difference between 

groups. Correlations were run to assess the relationship between each model’s residuals 

and student/agent age, student/agent length of time in the program, total number of 

messages sent, number of student/agent-initiated messages, average number of texts per 

day, and percent of student/agents messages sent.  

Ultimately, these results can help determine differences in accuracy by analyzing 

the post-hoc comparisons to determine where differences occur. This output informs if 

the growth mindset scores were being skewed and can advise follow-up training if it is a 

mentor rating bias or advise future models to control more for certain demographic 

variables. Additionally, these results help answer the research question by providing 

caveats to the model’s overall predication accuracy.  
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Results 
 

Growth Mindset Scale Descriptives  

The descriptive statistics for the student/agent/text message characteristics are 

described within the method section and detailed in Tables 4-6. The 24 agents provided 

ratings for 808 students on five growth mindset scales. Figures 2 through 6 show the 

histograms for each scale. The higher end of the spectrum (4-5 or 15-20 for the total 

score scale) had the greatest frequency of scores, and there were few scores on the lower 

end of the spectrum (1-2 or 1-10 for the total score scale). Examining these histograms 

reveal all growth mindset scales were negatively skewed. Furthermore, the descriptive 

statistics table (see Table 7) further highlights this skew by showing the median score on 

the growth mindset total score scale was a 16, indicating at least 440 students scored a 16 

or higher on the 20-point scale. Thus, having so few cases at the lower end of the 

spectrum may reduce the models’ accuracy for predicting the growth mindset score due 

to range restriction, highlighting the need to assess variables that may further bias the 

predictive validities. 

Correlations examining the relationships between the four growth mindset scores 

were conducted (see Table 8). Predictably, all scales were strongly correlated with one 

another (r = .81 - .89). All scales are spuriously inflated with the total growth mindset 

scores as they are part-whole correlations. These strong intercorrelations indicated the 

agents appeared to rate the each of the growth mindset scales in a similar way for a 

student.  
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Student/Agent/Text Characteristics and Growth Mindset Scale Correlations 

Correlations examined the relationship between student/mentor characteristics 

with text message characteristics (see Table 9) and with growth mindset scores (see Table 

10). The relationship between student/mentor characteristics with text message 

characteristics indicated that student age had a positive relationship with student time in 

the program (r = .25), total messages (r = .12), number of student-initiated messages (r = 

.09), and number of mentor-initiated messages (r = .15). These results indicate the older a 

student is, the longer on-average they have been in the program, and the greater number 

of total, student-initiated, and mentor-initiated messages were exchanged. Furthermore, 

student age had a significant positive correlation with all growth mindset scales: 

developed (r = .15), self-efficacy (r = .18), time and effort (r = .18), independent choice 

(r = .17), and total score (r = .18). This result indicates the older a student is, the higher 

their growth mindset score was on each scale. Thus, these correlations highlight student 

age should be assessed for biases. 

Student time in the program had a significant positive correlation with agent time 

in the program (r = .27), total messages (r = .40), number of student-initiated messages (r 

= .30), and number of mentor-initiated messages (r = .49). These results indicate the 

longer a student has been in the program, the longer on-average the agent had also been 

in the program, and the greater number of total, student-initiated, and mentor-initiated 

messages were exchanged. Furthermore, student time in the program had a significant 

positive correlation with all growth mindset scales except for developed: self-efficacy (r 

= .08), time and effort (r = .08), independent choice (r = .08), and total score (r = .07). 

This result indicates the longer a student has been in the program, the higher their growth 
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mindset score was on each scale besides growth mindset developed. Thus, these 

correlations highlight student time in the program should be assessed for biases. 

Agent age had a negative correlation with agent time in the program (r = -.10), 

total messages (r = -.07), and number of mentor-initiated messages (r = -.09). These 

results indicate the older an agent is, the shorter on-average they have been in the 

program, and the lower number of total and mentor-initiated messages were exchanged, 

with fewer texts exchanged per day. Furthermore, there were no significant correlations 

with the growth mindset scales. Thus, these correlations highlight agent age should be 

assessed for biases. 

Agent time in the program had a significant positive correlation with total 

messages (r = .09) and number of mentor-initiated messages (r = .14). These results 

indicate the longer an agent has been in the program, the higher number of total and 

mentor-initiated messages were exchanged. Furthermore, agent time in the program had a 

significant positive correlation with all growth mindset scales except for developed: self-

efficacy (r = .14), time and effort (r = .09), independent choice (r = .09), and total score 

(r = .10). This result indicates the longer an agent has been in the program, the higher 

their growth mindset rating was on each scale besides growth mindset developed. Thus, 

these correlations highlight agent length of time in the program should be assessed for 

biases.  

Prediction Models 

The student text messages were run through the BERT embeddings model 

resulting in each student having 1536 feature vectors representing the semantic meaning 

of their text messages. These dimension vectors were then submitted into the word 
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embeddings prediction model to determine the extent to which these numeric 

representations of student texts predicted each of the study’s five agent-provided growth 

mindset ratings. The model fit statistics from the prediction models are presented in Table 

11. 

Growth Mindset Developed 

The prediction model using the BERT text embeddings to predict growth mindset 

developed was statistically significant, R = .40, p < .001 (see Table 11), indicating 

patterns that were detected within the student text messages were able to predict the 

growth mindset developed rating score. Comparing the predictive model’s error fit 

indices (RMSE = 0.96, normalized RMSE = .24) to the naïve model’s error fit indices 

(RMSENull = 1.05, normalized RMSENull = .26) revealed that the prediction model fit the 

data better than a null prediction model (i.e., the average of the growth mindset 

developed score).  

The prediction model diagnostics indicated that the model fit the data reasonably 

well. Examining a histogram of the prediction model’s residuals revealed that residuals 

were slightly negatively skewed (see Figure 7) indicating that the model might be more 

prone to overpredict growth mindset developed scores (i.e., predicted values were larger 

than actual scores). Looking at the residuals by fitted values plot (see Figure 8) revealed 

that the residuals mostly met the assumption of homogeneity. The model was slightly 

more likely to underpredict (i.e., positive residuals) when predicting lower values and 

more likely to overpredict (i.e., negative residuals) when predicting higher values.  

 Follow-up analyses on prediction model residuals were conducted to determine if 

the model’s predictive accuracy differed by reported student, mentor, and text 
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characteristics. One-way ANOVAs were conducted to assess student gender, agent 

gender, and agent ethnicity (see Table 12). There was no difference in model accuracy 

between male and female students, F(1,806)= 1.44, p = .23, η2 = .002. There was also no 

difference in model accuracy between male and female agents, F(1,806)= 1.12, p = .29, 

η2 = .001.  

A significant difference in model accuracy was observed for agent ethnicity, 

F(7,800)= 4.77, p < .001, η2 = .04. The Bonferroni post-hoc analysis indicated three 

significant group differences: between Caucasian and African American agents, t(800) = 

4.83, p < .001, d = -.59; Caucasian and Eastern European agents, t(800) = -4.02, p < .01, 

d = -.53; and Caucasian and Indian agents, t(800) = -3.41, p < .05, d = -.44. Post hoc 

estimated marginal means can be found in Table 13. 

A series of correlations were also conducted to assess student and agent age, time 

in the program, and amount of student and mentor messages exchanged (see Table 14). 

The results revealed student age significantly correlated with the growth mindset 

developed score’s residual, r = .08, p < .05. As student age increased, the actual value 

was larger than the predicted value. Thus, the significant, positive correlation indicates 

the prediction model tended to under predict the growth mindset developed score for 

older students. There was no difference in model residuals by agent age (p = .579), 

student time in the program (p = .276), or agent time in the program (p = .150). There 

were also no significant relationships between quantity of messages exchanged, whether 

total (p = .226), student-initiated (p = .485), mentor-initiated (p = .073), or average 

number of messages per day (p = .923) and the model residuals. However, the relative 

proportion of who initiated sending messages did result in a significant difference in 
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model residuals; specifically, student-initiated percent, r = .18, p < .001, and mentor-

initiated percent r = -.18, p < .001, had statistically significant relationships with the 

model residuals. These relationships indicated that as students sent a larger proportion of 

the total text messages, the residual tended to be more positive indicating the model 

tended to underpredict their growth mindset development ratings. 

Growth Mindset Self-Efficacy  

The prediction model using the BERT text embeddings to predict growth mindset 

developed was statistically significant, R = .37, p < .001 (see Table 11), indicating 

patterns that were detected within the student text messages were able to predict the 

growth mindset self-efficacy rating score. Comparing the predictive model’s error fit 

indices (RMSE = 1.01, normalized RMSE = .25) to the naïve model’s error fit indices 

(RMSENull = 1.09, normalized RMSENull = .27) revealed that the prediction model fit the 

data better than a null prediction model (i.e., the average of the growth mindset self-

efficacy score).  

The prediction model diagnostics indicated that the model fit the data reasonably 

well. Examining a histogram of the prediction model’s residuals revealed that residuals 

were slightly negatively skewed (see Figure 9) indicating that the model might be more 

prone to overpredict growth mindset self-efficacy scores. Looking at the residuals by 

fitted values plot (see Figure 10) revealed that the residuals mostly met the assumption of 

homogeneity. The model was slightly more likely to underpredict (i.e., positive residuals) 

when predicting lower values and more likely to overpredict (i.e., negative residuals) 

when predicting higher values.  
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Follow-up analyses on prediction model residuals were conducted to determine if 

the model’s predictive accuracy differed by reported student, mentor, and text 

characteristics. One-way ANOVAs were conducted to assess student gender, agent 

gender, and agent ethnicity (see Table 15). There was no difference in model accuracy 

between male and female students, F(1,806)= .53, p = .47, η2 = .001. There was also no 

difference in model accuracy between male and female agents, F(1,806)= .495, p = .48, 

η2 = .001.  

A significant difference in model accuracy was observed for agent ethnicity, 

F(7,800)= 3.49, p < .001, η2 = .03. The Bonferroni post-hoc analysis indicated one 

significant group difference between Indian and Western European agents, t(800) = 3.16, 

p < .05, d = 0.60. Post hoc estimated marginal means can be found in Table 16.  

A series of correlations were also conducted to assess student and agent age, time 

in the program, and amount of student and mentor messages exchanged (see Table 17). 

The results revealed student age significantly correlated with the growth mindset self-

efficacy score’s residual, r = .12, p < .01. As student age increased, the actual value was 

larger than the predicted value. Thus, the significant, positive correlation indicates, the 

prediction model tended to under predict the growth mindset self-efficacy score for older 

students. 

Additionally, results revealed student time in the program, r = .09, p < .01, and 

agent time in the program, r = .13, p < .001, significantly correlated with the growth 

mindset self-efficacy score’s residual. As a student or agent spent more time in the 

program, the actual value was larger than the predicted value. Thus, the significant, 
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positive correlation indicates as the students and agents spent more time in the program, 

the prediction model tended to under predict the growth mindset self-efficacy score. 

Furthermore, results revealed quantity of agent-initiated messages, r = .08, p < 

.05, significantly correlated with the growth mindset self-efficacy score’s residual. As an 

agent sent more messages, the actual value was larger than the predicted value. Thus, the 

significant, positive correlation indicates as agents sent more messages, the prediction 

model tended to under predict the growth mindset self-efficacy score. 

There was no difference in model residuals by agent age (p = .190), total 

messages exchanged (p = .169), student-initiated messages (p = .470), or average number 

of student-sent messages per day (p = .923) and the model residuals. However, the 

relative proportion of who initiated sending messages did result in a significant difference 

in model residuals; specifically, student-initiated percent, r = .18, p < .001, and mentor-

initiated percent, r = -.18, p < .001, had statistically significant relationships with the 

model residuals. These relationships indicated that as students sent a larger proportion of 

the total text messages, the residual tended to be more positive indicating the model 

tended to underpredict their growth mindset self-efficacy ratings. 

Growth Mindset Time and Effort 

The prediction model using the BERT text embeddings to predict growth mindset 

time and effort was statistically significant, R = .41, p < .001 (see Table 11), indicating 

patterns that were detected within the student text messages were able to predict the 

growth mindset time and effort rating score. Comparing the predictive model’s error fit 

indices (RMSE = .96, normalized RMSE = .24) to the naïve model’s error fit indices 

(RMSENull = 1.05, normalized RMSENull = .29) revealed that the prediction model fit the 
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data better than a null prediction model (i.e., the average of the growth mindset time and 

effort score).  

The prediction model diagnostics indicated that the model fit the data reasonably 

well. Examining a histogram of the prediction model’s residuals revealed that residuals 

were slightly negatively skewed (see Figure 11) indicating that the model might be more 

prone to overpredict growth mindset time and effort scores. Looking at the residuals by 

fitted values plot (see Figure 12) revealed that the residuals mostly met the assumption of 

homogeneity. The model was slightly more likely to underpredict (i.e., positive residuals) 

when predicting lower values and more likely to overpredict (i.e., negative residuals) 

when predicting higher values.  

Follow-up analyses on prediction model residuals were conducted to determine if 

the model’s predictive accuracy differed by reported student, mentor, and text 

characteristics. One-way ANOVAs were conducted to assess student gender, agent 

gender, and agent ethnicity (see Table 18). There was no difference in model accuracy 

between male and female students, F(1,806)= .003, p = .96, η2 < .001. There was also no 

difference in model accuracy between male and female agents, F(1,806)= .003, p = .95, 

η2 < .001.  

A significant difference in model accuracy was observed for agent ethnicity, 

F(7,800) = 6.67, p < .001, η2 = .06. The Bonferroni post-hoc analysis indicated six 

significant group differences: between African American and Asian agents, t(800) = 4.23, 

p < .001, d = .5; African American and Caucasian agents, t(800) = 5.42, p < .001, d = .66; 

African American and Western European agents, t(800) = 3.31, p < .05, d = .61; 

Caucasian and Eastern European agents, t(800) = -3.22, p < .05, d = -.43; Caucasian and 
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Hispanic agents, t(800) = -3.18, p < .05, d = -.51; and Caucasian and Indian agents, t(800) 

= -2.96, p < .01, d = -.54. Post hoc estimated marginal means can be found in Table 19. 

A series of correlations were also conducted to assess student and agent age, time 

in the program, and amount of student and mentor messages exchanged (see Table 20). 

The results revealed student age significantly correlated with the growth mindset time 

and effort score’s residual, r = .18, p < .01. As student age increased, the actual value was 

larger than the predicted value. Thus, the significant, positive correlation indicates the 

prediction model tended to under predict the growth mindset time and effort score for 

older students. 

Additionally, results revealed student time in the program, r = .08, p < .05, and 

agent time in the program, r = .09, p < .05, significantly correlated with the growth 

mindset time and effort score’s residual. As a student or agent spent more time in the 

program, the actual value was larger than the predicted value. Thus, the significant, 

positive correlation indicates as the students and agents spent more time in the program, 

the prediction model tended to under predict the growth mindset time and effort score. 

There was no difference in model residuals by agent age (p = .380), total messages 

exchanged (p = .725), student-initiated messages (p = .877), mentor-initiated messages (p 

= .239), or average number of student-sent messages per day (p = .656) and the model 

residuals. However, the relative proportion of who initiated sending messages did result 

in a significant difference in model residuals; specifically, student-initiated percent, r = 

.16, p < .001, and mentor-initiated percent, r = -.16, p < .001, had statistically significant 

relationships with the model residuals. These relationships indicated that as students sent 
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a larger proportion of the total text messages, the residual tended to be more positive 

indicating the model tended to underpredict their growth mindset time and effort ratings. 

Growth Mindset Independent Choice 

 The prediction model using the BERT text embeddings to predict growth mindset 

independent choice was statistically significant, R = .40, p < .001 (see Table 11), 

indicating patterns that were detected within the student text messages were able to 

predict the growth mindset independent choice rating score. Comparing the predictive 

model’s error fit indices (RMSE = 1.00, normalized RMSE = .25) to the naïve model’s 

error fit indices (RMSENull = 1.09, normalized RMSENull = .27) revealed that the 

prediction model fit the data better than a null prediction model (i.e., the average of the 

growth mindset independent choice score).  

The prediction model diagnostics indicated that the model fit the data reasonably 

well. Examining a histogram of the prediction model’s residuals revealed that residuals 

were slightly negatively skewed (see Figure 13) indicating that the model might be more 

prone to overpredict growth mindset independent choice scores. Looking at the residuals 

by fitted values plot (see Figure 14) revealed that the residuals mostly met the assumption 

of homogeneity. The model was slightly more likely to underpredict (i.e., positive 

residuals) when predicting lower values and more likely to overpredict (i.e., negative 

residuals) when predicting higher values.  

Follow-up analyses on prediction model residuals were conducted to determine if 

the model’s predictive accuracy differed by reported student, mentor, and text 

characteristics. One-way ANOVAs were conducted to assess student gender, agent 

gender, and agent ethnicity (see Table 21). There was no difference in model accuracy 
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between male and female students, F(1,806)= .003, p = .95, η2 < .001. There was also no 

difference in model accuracy between male and female agents, F(1,806)= .01, p = .92, η2 

< .001.  

A significant difference in model accuracy was observed for agent ethnicity, 

F(7,800)= 5.67, p < .001, η2 = .05. The Bonferroni post-hoc analysis indicated three 

significant group differences: between Caucasian and African American agents, t(800) = 

4.23, p < .001, d = -.55; Caucasian and Eastern European agents, t(800) = -3.47, p < .05, 

d = -.46; and Caucasian and Indian agents, t(800) = -4.12, p < .01, d = -.54. Post hoc 

estimated marginal means can be found in Table 22.   

A series of correlations were also conducted to assess student and agent age, time 

in the program, and amount of student and mentor messages exchanged (see Table 23). 

The results revealed student age significantly correlated with the growth mindset 

independent choice score’s residual, r = .10, p < .01. As student age increased, the actual 

value was larger than the predicted value. Thus, the significant, positive correlation 

indicates the prediction model tended to under predict the growth mindset independent 

choice score for older students. 

Additionally, results revealed student time in the program, r = .07, p < .05, and 

agent time in the program, r = .07, p < .05, significantly correlated with the growth 

mindset independent choice score’s residual. As a student or agent spent more time in the 

program, the actual value was larger than the predicted value. Thus, the significant, 

positive correlation indicates as the students and agents spent more time in the program, 

the prediction model tended to under predict the growth mindset independent choice 

score. 
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Furthermore, results revealed quantity of agent-initiated messages, r = .09, p < 

.01, significantly correlated with the growth mindset independent choice score’s residual. 

As an agent sent more messages, the actual value was larger than the predicted value. 

Thus, the significant, positive correlation indicates as agents sent more messages, the 

prediction model tended to under predict the growth mindset independent choice score. 

There was no difference in model residuals by agent age (p = .270), total 

messages exchanged (p = .053), student-initiated messages (p = .195), or average number 

of student-sent messages per day (p = .903) and the model residuals. However, the 

relative proportion of who initiated sending messages did result in a significant difference 

in model residuals; specifically, student-initiated percent, r = .17, p < .001, and mentor-

initiated percent, r = -.17, p < .001, had statistically significant relationships with the 

model residuals. These relationships indicated that as students sent a larger proportion of 

the total text messages, the residual tended to be more positive indicating the model 

tended to underpredict their growth mindset independent choice ratings. 

Growth Mindset Total 

 The prediction model using the BERT text embeddings to predict growth mindset 

total was statistically significant, R = .43, p < .001 (see Table 11), indicating patterns that 

were detected within the student text messages were able to predict the growth mindset 

total rating score. Comparing the predictive model’s error fit indices (RMSE = 3.60, 

normalized RMSE = .23) to the naïve model’s error fit indices (RMSENull = 3.99, 

normalized RMSENull = .25) revealed that the prediction model fit the data better than a 

null prediction model (i.e., the average of the growth mindset total score).  
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The prediction model diagnostics indicated that the model fit the data reasonably 

well. Examining a histogram of the prediction model’s residuals revealed that residuals 

were slightly negatively skewed (see Figure 15) indicating that the model might be more 

prone to overpredict growth mindset total scores. Looking at the residuals by fitted values 

plot (see Figure 16) revealed that the residuals mostly met the assumption of 

homogeneity. The model was slightly more likely to underpredict (i.e., positive residuals) 

when predicting lower values and more likely to overpredict (i.e., negative residuals) 

when predicting higher values.  

Follow-up analyses on prediction model residuals were conducted to determine if 

the model’s predictive accuracy differed by reported student, mentor, and text 

characteristics. One-way ANOVAs were conducted to assess student gender, agent 

gender, and agent ethnicity (see Table 24). There was no difference in model accuracy 

between male and female students, F(1,806)= 1.24, p = .27, η2 = .002. There was also no 

difference in model accuracy between male and female agents, F(1,806)= .26, p = .611, 

η2 < .001.  

A significant difference in model accuracy was observed for agent ethnicity, 

F(7,800)= 5.94, p < .001, η2 = .05. The Bonferroni post-hoc analysis indicated five 

significant group differences: between African American and Asian agents, t(800) = 3.32, 

p < .05, d = .39; African American and Caucasian agents, t(800) = 5.00, p < .001, d = .61; 

African American and Western Europe agents, t(800) = 3.23, p < .05, d = .60; Caucasian 

and Eastern European agents, t(800) = -3.54, p < .05, d = -.47; and Caucasian and Indian 

agents, t(800) = -4.02, p < .01, d = -.52. Post hoc estimated marginal means can be found 

in Table 25.    



TEXT ANALYTICS EXPLORATION OF SEL  61 

 
 

A series of correlations were also conducted to assess student and agent age, time 

in the program, and amount of student and mentor messages exchanged (see Table 26). 

The results revealed student age significantly correlated with the growth mindset total 

score’s residual, r = .09, p < .05. As student age increased, the actual value was larger 

than the predicted value. Thus, the significant, positive correlation indicates the 

prediction model tended to under predict the growth mindset total score for older 

students. 

Additionally, results revealed student time in the program, r = .08, p < .05, and 

agent time in the program, r = .09, p < .05, significantly correlated with the growth 

mindset total score’s residual. As a student or agent spent more time in the program, the 

actual value was larger than the predicted value. Thus, the significant, positive correlation 

indicates as the students and agents spent more time in the program, the prediction model 

tended to under predict the growth mindset total score. 

Furthermore, results revealed quantity of agent-initiated messages, r = .08, p < 

.05, significantly correlated with the growth mindset total score’s residual. As an agent 

sent more messages, the actual value was larger than the predicted value. Thus, the 

significant, positive correlation indicates as agents sent more messages, the prediction 

model tended to under predict the growth mindset total score. 

There was no difference in model residuals by agent age (p = .259), total 

messages exchanged (p = .169), student-initiated messages (p = .470), or average number 

of student-sent messages per day (p = .770) and the model residuals. However, the 

relative proportion of who initiated sending messages did result in a significant difference 

in model residuals; specifically, student-initiated percent, r = .18, p < .001, and mentor-
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initiated percent, r = -.18, p < .001, had statistically significant relationships with the 

model residuals. These relationships indicated that as students sent a larger proportion of 

the total text messages, the residual tended to be more positive indicating the model 

tended to underpredict their growth mindset total ratings. 

Discussion 
 

Heeding the call for innovation in assessment of SEL (Ashdown & Bernard, 

2011; Bailey et al., 2019; Jones & Bouffard, 2012; Liu & Huang, 2017), this study 

explored the feasibility of using word embeddings of student-agent text conversations to 

assess a student’s growth mindset. Agents provided ratings of their students’ growth 

mindset on four scales (developed, independent choice, self-efficacy, and time and effort) 

that were summed to be the student’s total growth mindset score. The full text 

conversation history between students and agents were collected and turned into word 

embeddings utilizing the text package (Kjell et al., 2021) and BERT (Devlin et al., 2019). 

The text package then created predictive models of the word embeddings predicting the 

continuous growth mindset scores. Follow-up analyses on student, agent, and text 

characteristics were then conducted to assess if they biased the prediction accuracy of the 

model.  

The results indicated all prediction models were significant (predictive validities 

between .37 and .43), supporting the research question that analysis of text message 

conversations between agents and students can be used to assess a student’s level of 

growth mindset. The growth mindset total score had the greatest prediction validity. 

These models can explain between 14% and 19% of the variance in the scale score. Thus, 
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these results indicate text analytics and natural language processing can be used to assess 

growth mindset and perhaps be expanded to other SEL assessment. 

With continued training of the models on more tailored, pre-trained word 

embeddings, the model’s predictability is expected to increase (Alsentzer et al., 2019; 

Wiedemann et al., 2019). Further, this research supports the scalability of this approach – 

with more data and training across time, the predictive model is expected to improve over 

time and be able to appropriately predict based on its previous trained embeddings rather 

than requiring a respondent to report growth mindset scores. Thus, with enough iterations 

the trained embeddings can serve as a comparable criterion rather than requiring 

respondent-reported or self-reported scores. This ability to use its previous embeddings 

will assist instructors in not sacrificing valuable instructional time for self-report 

assessments (Ashdown & Bernard, 2011; Bailey et al., 2019; Jones & Bouffard, 2012). 

Additionally, this iterative and ongoing process can assist with a flexible intervention 

approach that also acknowledges environmental and contextual effects on SEL 

competencies, hence continued research on factors that promoted the model to 

overpredict or underpredict student SEL levels. 

The RMSE values were adequate for all models but indicated it would be valuable 

to conduct follow-up analyses to determine if the prediction models were biased by other 

variables. Follow-up analyses indicated prediction model residuals varied by 

student/agent age, student/agent time in the program, agent ethnicity, number of agent-

initiated messages, and relative proportion of who initiated sending messages. Student 

age impacted all five models while student time in the program impacted all models 

beyond growth mindset developed. Consistently, there was a significant positive 
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relationship between student age and the model’s score residuals indicating under 

prediction for older students. This was a surprising finding given the literature describing 

growth mindset typically increases monotonically throughout elementary and middle 

school before levelling off in high school (West et al., 2020). With the mean age of the 

sample being 16.8, an age commonly associated with 10th or 11th grade, it was expected 

that growth mindset would level off. This may speak to the model believing growth 

mindset would increase over time and not have a curvilinear, leveling-off pattern. 

Additionally, there was a significant positive correlation between student time in the 

program and the models’ score residuals indicating the model tended to underpredict for 

students who had been in the program longer. This finding may be explained by the 

significant correlation with student age (r = .25) or perhaps an attrition bias of students 

dropping out of the program or reducing their participation with their agent/mentor. 

Each model found at least one significant difference between its residuals and 

agent ethnicity. A common difference across models was between Caucasian and African 

American agents which indicated Caucasian agents tended to be less lenient with their 

ratings hence the model tended to over predict their ratings (a negative mean value) while 

African American agents tended to be more lenient with their ratings hence the model 

tended to under predict their rating (a positive mean value). These significant differences 

could possibly be explained by the mentors having different levels of growth mindset 

themselves; however, previous research indicates race/ethnicity differences in growth 

mindset narrow by 12th grade with all races/ethnicities seeing an increase in growth 

mindset after (West et al., 2020). It should also be noted the low sample size; the largest 
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ethnicity, Caucasian, had a sample size of 7, so ethnicity differences in this study may not 

be generalizable.    

The relative proportion of who initiated sending messages resulted in a significant 

difference in each model’s residuals; when students sent a larger proportion of the total 

text messages, the model tended to underpredict their growth mindset ratings. This was a 

surprising finding given the students were more actively involved in the conversation; 

however, this may be explained by the quality of text communication. The agent and 

student may have talked a lot – about topics not related to growth mindset, or about 

topics that provided the agent with more examples of lower growth mindset 

categorizations.  

Ultimately, text analytics and natural language process have been shown to 

feasibly assess students’ growth mindset. If a factor is found to overpredict or 

underpredict, a group of researcher and practitioners can convene to determine what 

changes need to be made. This approach can aid high-impact SEL assessment; given text 

analytics and NLP is an iterative process, it provides the opportunity for researchers and 

practitioners to review, discuss, and interpret the prediction models’ meaning to decide 

what to do regarding curriculum and/or targeted interventions (McKown, 2019; 

Mohammed et al., 2021). This study could be enhanced by also assessing the SEL (in this 

study’s case, growth mindset specifically) of the individuals (e.g., teacher/mentor) 

providing the SEL ranking. Teachers’ comfort with SEL influences classroom instruction 

and ultimately academic achievement and student engagement outcomes (Yang et al., 

2018). Additionally, Collie et al. (2012) assessed how teachers’ perceptions of SEL and 

school climate influenced their sense of stress, teaching efficacy, and job satisfaction. A 
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teacher’s comfort in implementing SEL moderately correlated (r = .34) with teaching 

efficacy, weakly correlated with stress related to student behavior (r = -.21), and weakly 

correlated with job satisfaction (r = .18). Furthermore, a teacher’s commitment to 

improving their SEL skills weakly correlated with stress related to student behavior (r = 

.23), weakly correlated with workload stress (r = .24), and weakly correlated with job 

satisfaction (r = .11). Therefore, future studies could also assess the instructor’s SEL in 

addition to the students as they are a crucial factor in a supportive environment for SEL. 

Additionally, there are numerous existing text analytics techniques; different 

techniques may be better for this type of analysis depending upon the applied study 

situation and the resources available to the researcher (Al-Maitah, 2018; Liu & Huang, 

2017; Nasir et al., 2020; Valcarcel et al., 2021). Thus, the same data can be used in 

different packages and modeling tools to see if there are any differences in results based 

upon methodology. Research as a whole would benefit from more replication (plus 

extension) studies.  

One such tool future studies could use is Prodigy (2021), an annotation tool linked 

to Python that assists with conducting error analysis and training and evaluating data for 

machine learning modules. Specifically, its named entity recognition (tagging names, 

concepts, or key phrases that do not overlap), span categorization (extracting longer 

phrases and nested expressions that may overlap), and text classification (automatically 

applying labels and groupings to the text) features will be utilized. Its user interface (UI) 

can automatically pre-tokenize the data, knowing where words begin and end, letting 

analysis begin at the part-of-speech-tagging stage of preparing raw data for text analytics 
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and NLP. After enough data has been labeled, Prodigy permits to train the tool to 

automatically start labeling other data following similar logic (Prodigy, 2021). 

Another approach could be utilizing decision trees or random forests to predict 

groupings of students. Those types of models have been shown to (generally) provide 

better prediction of outcomes than regression (Fang et al., 2022). Thus, if the growth 

mindset scale scores can be categorized into ‘low’ and ‘high’ categorizations, these 

models can assist in finding trends in language between the two groups perhaps 

improving overall model predictive validities. However, the present study had negative 

skew in all of the growth mindset scale scores with few scores at the lower end of the 

spectrum. This skew inhibited decision trees and random forests from being run due to 

very few “low” growth mindset scores reducing the ability to compare a “low” and 

“high” categorization.  

Ultimately, this skew contributed to range restriction which may be explained by 

two factors in this study. First, this study population is comprised of students who opted-

in to this third-party service to be assigned an agent/mentor; there may be a difference in 

growth mindset scores between the students that do and do not opt-in to this program. 

Second, this skew may indicate agents were too lenient with their ratings. Attempts were 

made to inform agents that both high and low scores were beneficial; hence a quote from 

the training manual (see Appendix D), “a high or low score is not necessarily better. 

Accurately rating each student can help align follow-up interventions and support 

structures to benefit the student’s long-term development.” Perhaps this manual can be 

further refined to make this more salient as well as emphasizing these results will not be 

used in relation to an agent’s performance evaluation or job compensation.  
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Contributions and Implications 

 This study offers several contributions regarding research in the areas of SEL and 

text analytics. While there is a growing focus on SEL by practitioners and researchers as 

well as continued focus on text analytics processes, this is the first study to attempt a 

word embedding assessment approach for growth-mindset. The created models indicates 

that word embeddings of student-agent text conversations can be used to assess a 

student’s growth-mindset, achieving predictive validities between .37 and .43 and thus 

extending the research by reporting another assessment approach beyond self-report 

surveys. However, further research is needed to further refine these predictive models and 

continue to assess this approach’s feasibility. 

 Another contribution of this research is the practical implications it will have for 

SEL practitioners. Given the continued integration of smart technology into the 

classrooms (Mohammed et al., 2021), SEL assessment can expand beyond self-report 

surveys to include analysis of trends in students’ writing and participation in discussion 

boards. This can help get a more well-rounded understanding of a student’s growth 

mindset. Additionally, by providing more opportunities and possibilities in analyzing 

SEL trends, teachers can be given more flexibility in how they address SEL (Ashdown & 

Bernard, 2011; Bailey et al., 2019; Lawson et al., 2019; McKown, 2019; West et al., 

2020). Follow-up analysis can help determine if certain techniques teachers employ 

assists in the presentation of SEL – consistently assessing and contributing to the SEL 

instruction literature. However, as the results of these models indicate (refer to Tables 11-

25), practitioners must stay aware that certain student and rater characteristics may bias 
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the models. Attempts should be made to continue to improve prediction accuracy and 

reduce these biases by further training and refining the models.  

 As seen in Appendix D, this study employed a rater error training approach to 

train the agents in filling out the rating form. In addition to this training form, it would be 

beneficial to engage in frame-of-reference training with all the agents/raters. This 

approach involves aligning standards and criterion used by raters when they observe and 

evaluate performance, helping reduce rating idiosyncrasies. As these models refine over 

time, they will assist in providing samples of behavioral incidents representing each 

dimension of growth mindset as well as various levels of performance on those 

dimensions (i.e., a 2 vs a 4 on the growth mindset developed scale). Some raters may be 

more lenient than others, which may explain some additional variance in the growth 

mindset ratings; therefore, controlling for leniency and providing frame-of-reference 

training should assist model accuracy (Roch et al., 2012).  

Limitations 

Multiple methodological limitations exist with the current study. The first 

limitation is the reliance upon agent ratings, who may be prone to biases, and not having 

an external criterion to compare the growth mindset scores against. Having such a 

criterion would assist with showing predictive validity and offer more guidance in factors 

to include in the prediction model. However, as this study was a novel study that 

conceptualized growth mindset with the Harvard SEL taxonomy (EASEL Lab, 2021b) to 

be as comprehensive of growth mindset as possible, there was not an idealized external 

criterion to compare with. A second limitation is the “black box” of the utilized text 

analytics machine learning algorithms. Many of the computational output throughout the 
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process are not interpretable, or not easily interpretable, by human researchers. Much of 

the predictive model analysis occurred within this “black box” causing the actual words 

that resulted in differences between the growth mindset categorizations to not be 

determined (Miaschi & Dell’Orletta, 2020; Reimers et al, 2019. The text package (Kjell 

et al., 2021) does have functions (e.g., textProjection and textProjectionPlot) that permit 

one to begin to understand word differences in order to address this limitation. However, 

the current study suffered from a high negative skew and range restriction of the growth 

mindset scale data. The median of the growth mindset score was 16 on a scale of 4 to 20 

indicating a negative skew. Only 73 students of 808 scored less than a 10 on the total 

growth mindset score scale. This skewness in scores may have reduced the reported 

correlations between the text embeddings and growth mindset scales. This skewness may 

be explained by the fact this study’s data was acquired from an opt-in third-party 

mentoring program (students in this program may have a higher growth mindset than the 

general student population) or by agents being lenient raters. Additionally, the skewness 

may be perpetuated by the inclusion of students who were not engaged or involved in the 

mentoring program; for example, one student only sent 2 messages in their entire 

conversation history with their agent/mentor. Future studies may consider a minimum 

threshold for number of exchanges for inclusion in model analyses. Follow-up studies 

should acknowledge these limitations in terms of this study’s generalizability. 

Conclusion 
 

In summary, the results of this study provided proof of the concept that analysis 

of text message conversations between agents and students can be used to assess a 

student’s level of growth mindset. The results also promote scalability; the predictive 
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models can grow and be refined over time with additional feature engineering, 

responding to Elias’s (2019) concern for the future of SEL. Additionally, while 

conducting this analysis this research team and the third-party practitioners were able to 

coordinate reviewing, discussing, and interpreting the data’s meaning helping ensure 

practitioners are obtaining useful and actionable insights responding to some of 

McKown’s (2019) highlighted challenges. Future research into the actual text content that 

corresponded in differences in growth mindset will assist with practitioners being able to 

follow-up with necessary interventions to support students. It is suggested that 

practitioners work with established text analytics researchers for the initial set-up of text 

analytics analysis to align goals and research rigor; after the initial time and resource lift 

to set the initial text analytics modeling up, this approach can serve as a feasible low-lift 

assessment strategy. 
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Appendix B 
 

Tables 

Table 1 

Harvard SEL’s Domain Subdomains  

Cognitive 

• Attention Control   
• Working Memory and Planning Skills  
• Inhibitory Control   
• Cognitive Flexibility   
• Critical Thinking 

Social 
• Understanding Social Cues  
• Conflict Resolution/Social Problem Solving  
• Prosocial/Cooperative Behavior 

Perspectives 

• Optimism   
• Gratitude  
• Openness   
• Enthusiasm/Zest   

Emotion 
• Emotional Knowledge and Expression   
• Emotional and Behavioral Regulation  
• Empathy/Perspective Taking  

Values 

• Ethical Values   
• Performance Values  
• Civic Values   
• Intellectual Values   

Identity 

• Self-Knowledge   
• Purpose 
• Self-Efficacy/Growth Mindset   
• Self-Esteem 
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Table 2  

Harvard SEL’s Identity Subdomains and Competencies 

Self-Knowledge 

 
• Identifies and understands personality/character traits 
• Recognizes and understands one’s own strengths and weaknesses 
• Honest about what you know and don’t know 
• Develop and maintain a coherent sense of self and roles over time 
• Identifies and understands one’s interests and preferences 

 

Purpose 

 
• Considers existential questions (e.g., what is the purpose of my life, 

what is my life passion, what is happiness, what is my place in the 
world, etc.)  

• Imagines the future; formulates life goals and way to pursue them 
• Expresses and derives comfort from a belief in something greater 

than self 
 

Self-Efficacy/ 
Growth Mindset 

 
• Believes that intellectual abilities and personality traits are qualities 

that can be developed and improved 
• Expresses confidence in oneself and one’s ability to improve or 

succeed  
• Sees challenges as things that one can take on and overcome with 

time and effort  
• Belief that one has a choice (agency)  

 

Self-Esteem 

  
• Feels a sense of belonging; feels valued by others in the community 
• Extends kindness and understanding to oneself (e.g., has self-

compassion, emotional self-respect, etc.) 
• Forgives oneself for errors and mistakes (e.g., accepts and moves on 

from past actions) 
• Demonstrates physical self-respect by maintaining good hygiene 
• Understands the effects of risks behaviors (e.g., drugs, alcohol, 

tobacco, sex, etc.) on their body and use that information to make 
responsible choices 

• Believes that one is not defined by one’s thoughts, emotions, or 
circumstances 
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Table 3 

Steps to Prepare a Source for Text Analytics and NLP 

Step Number Step Name Step Description 
1 Language Identification Identifying the text is written in English 

2 Tokenization 

Breaking a sentence into parts/tokens. For 
example, separating at each individual word, 
pulling out punctuation, identifying 
hyperlinks 

3 Sentence Breaking 
Analyzing punctuation to determine when 
sentences end (e.g., does the period at end of 
Dr. end the sentence?) 

4 Part of Speech Tagging Tagging each token with its corresponding 
part of speech (e.g., noun, verb, preposition) 

5 Chunking 
Assigning part of speech tagged tokens to 
phrases (i.e., piecing together tokens into 
noun phrases, verb phrases_ 

6 Syntax Parsing 

Determining the structure of the sentence 
and help prepare sentiment analysis (e.g., 
Apple was doing poorly until Steve Job... - 
“Apple” is negative while “Steve Jobs” is 
neutral; Because Apple was doing poorly, 
Steve Jobs... - “Apple” is negative while 
“Steve Jobs” is neutral)  

7 Sentence Chaining Connecting related sentences together based 
on strength of association to an overall topic 
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Table 4 

Student Demographics and Frequency Tables 

       Percentiles 
Demographic Characteristic 

 n Missing Mean Median SD Min Max 25th 50th 75th 

Student Gender 808 0         
Student State 808 0         
Student Age 795 13 16.80 17.00 1.48 13.00 22.00 16.00 17.00 18.00 
Student Time in Program 808 0 530.00 474.00 302.08 84.00 1566.00 316.80 473.50 792.00 

Note. Student Time in Program is measured in days. 

 

Frequencies of Student Gender    

Levels Counts % of Total 

Female 480 59.40% 
Male 328 40.60% 

 

 

 

 

 

 

 

Frequencies of Student State    

Levels Counts % of Total 

Alabama 73 9.00% 
Arizona 91 11.30% 
California 25 3.10% 
Florida 35 4.30% 
Georgia 227 28.10% 
Illinois 4 0.50% 
Kentucky 10 1.20% 
Louisiana 3 0.40% 
Montana 37 4.60% 
Nevada 98 12.10% 
North Carolina 27 3.30% 
Oklahoma 41 5.10% 
Pennsylvania  1 0.10% 
Texas 112 13.90% 
Virginia 1 0.10% 
Washington 23 2.80% 
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Table 5 

Agent Demographics and Frequency Tables 

       Percentiles 
Demographic Characteristic 

 n Missing Mean Median SD Min Max 25th 50th 75th 

Agent Gender 24 0         
Agent Ethnicity 24 0         
Agent Age 24 0 23.50 23.00 2.25 21.00 32.00 22.00 23.00 24.30 
Agent Time in Program 24 0 914.60 899.00 372.49 434.00 1629.00 483.30 899.00 1264.00 
Number of Students 808 0 44.80 32.00 25.20 14.00 83.00 25.00 32.00 80.00 

Note. Agent Time in Program is measured in days. 

 

Frequencies of Agent Gender     

Levels Counts % of Total 

Female 15 62.50% 
Male 9 37.50% 

 

 

 

 

 

Frequencies of Agent Ethnicity 

Levels Counts % of Total 

African American 4 16.70% 
Arab 1 4.20% 
Asian 5 20.80% 
Caucasian 7 29.20% 
Eastern European 1 4.20% 
Hispanic 2 8.30% 
Indian 2 8.30% 
Western European 2 8.30% 
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Table 6 

Text Message Conversation Descriptive Statistics 

       Percentiles 
Demographic Characteristic 

 n Missing Mean Median SD Min Max 25th 50th 75th 

Total Messages 808 0 433.50 285.00 555.28 13.00 10259.00 148.75 285.00 540.00 
Student-Initiated Messages 808 0 195.29 115.00 318.92 2.00 6793.00 56.75 115.00 235.25 
Agent-Initiated Messages 808 0 238.21 167.00 250.52 11.00 3466.00 85.75 167.00 298.25 
Avg Texts sent by Student per 
Day 808 0 .85 .64 1.05 .04 20.44 .40 .64 1.03 
Student-Initiated Percent of 
Total 808 0 .41 .41 .08 .07 .80 .37 .41 .46 
Agent-Initiated Percent of Total 808 0 .59 .59 .08 .20 .93 .54 .59 .63 
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Table 7 

Agent Growth Mindset Rating Score Distributions  

Description n Mean Median SD Variance IQR Range Min Max 

GM Developed 808 3.92 4.00 1.05 1.10 2.00 4.00 1.00 5.00 
GM Self-Efficacy 808 3.88 4.00 1.09 1.18 2.00 4.00 1.00 5.00 
GM Time and Effort 808 3.96 4.00 1.05 1.11 2.00 4.00 1.00 5.00 
GM Independent 
Choice 808 3.92 4.00 1.09 1.19 2.00 4.00 1.00 5.00 

GM Total Score 808 15.69 16.00 3.99 15.91 7.00 16.00 4.00 20.00 
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Table 8 

Correlation matrix of Growth Mindset Scores 

Variable n Mean SD 12 13 14 15 16 

12. GM Developed 808 3.92 1.05 --     

13. GM Self-Efficacy 808 2.88 1.09 .82*** --    

14. GM Time and Effort 808 2.96 1.05 .84*** .83*** --   

15. GM Independent 
Choice 808 2.92 1.09 .81*** .81*** .84*** --  

16. GM Total 808 15.69 3.99 .93*** .93*** .94*** .93*** -- 

Note. Correlations with GM Total are spuriously inflated as they are part-whole correlations. *** p < .001 
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Table 9 

Correlation matrix of Student/Agent Characteristics and Text Message Characteristics 

Variable n Mean SD 1 2 3 4 5 6 7 8 9 10 11 

1. Student Age 795 16.76 1.48 --           

2. Student Time in 
Program 808 530.02 302.08 .25*** --          

3. Agent Age 808 23.57 1.98 -.03 -.05 --         

4. Agent Time in 
Program 808 1029.62 279.76 -.003 .27*** -.10** --        

5. Number of 
Students 808 44.84 25.18 .002 .13*** -.05 .62*** --       

6. Total Messages 808 433.50 555.28 .12*** .40*** -.07* .09* .07 --      

7. Student-
Initiated 
Messages 

808 195.29 318.92 .09* .30*** -.05 .05 .03 .98*** --     

8. Agent-Initiated 
Messages 808 238.21 250.52 .15*** .49*** -.09** .136*** .11** .97*** .90*** --    

9. Avg Texts sent 
by Student per 
Day 

808 .39 .61 .001 -.05 -.07 -.03 .01 .70*** .74*** .61*** --   

10. Student-
Initiated Percent 
of Total 

808 .41 .08 .03 -.03 -.02 -.05 -.13 .37*** .40*** .32*** .46*** --  

11. Agent-
Initiated Percent 
of Total 

808 .59 .08 -.03 .03 .02 .05 13*** -.37*** -.40*** -.32*** -.46*** -1.00 -- 

Note. Correlations between the text message characteristics (6, 7, 8, 10, and 11) are spuriously inflated as they are part-whole correlations and compare some 
redundant information * p < .05, ** p < .01, *** p < .001
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Table 10 

Correlation matrix of Student/Agent/Text Message Characteristics and Growth Mindset Scores 

Variable 12. GM 
Developed 

13. GM Self-
Efficacy 

14. GM 
Time and 

Effort 

15. GM 
Independent 

Choice 

16. GM 
Total 

1. Student Age .15*** .18*** .18*** .17*** .18*** 

2. Student Time in Program 0.03 .08* .08* .08* .07* 

3. Agent Age 0.002 -0.04 -0.03 -0.02 -0.02 

4. Agent Time in Program 0.05 .14*** .09* .09** .10** 

5. Number of Students -0.02 -0.02 -0.04 -0.02 -0.03 

6. Total Messages 0.008 0.01 0.01 0.05 0.02 

7. Student-Initiated Messages -0.01 -0.01 -0.01 0.03 <0.01 

8. Agent-Initiated Messages 0.02 0.03 0.03 0.06 0.04 

9. Avg Texts sent by Student 
per Day -0.03 -0.04 -0.04 -0.03 -0.04 

10. Student-Initiated Percent 
of Total 0.20*** 0.19*** 0.19*** 0.18*** 0.20*** 

11. Agent-Initiated Percent of 
Total -0.20*** -0.19*** -.019*** -0.18*** -0.20*** 

Note. * p < .05, ** p < .01, *** p < .001 
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Table 11 

Word Embedding Prediction Model Fit Indices  

GMS Outcome Variable R df p t p-holm 
 

RMSE Normalized 
RMSE 

GM Developed .40 806 < .001 12.465 < .001 0.96 .24 
GM Self-Efficacy .37 806 < .001 11.301 < .001 1.01 .25 
GM Time and Effort .41 806 < .001 12.812 < .001 0.96 .24 
GM Independent Choice .40 806 < .001 12.234 < .001 1.00 .25 
GM Total Score .43 806 < .001 13.464 < .001 3.60 .23 
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Table 12 

Growth Mindset Developed Scale Bias Assessment One-Way ANOVAs 

Model  Sum of 
Squares df Mean 

Square F p η2 

GM Developed x 
Student Gender 

       

 Student Gender 1.33 1 1.33 1.44 .231 .002 
 Residuals 745.94 806 .93    
GM Developed x 
Agent Gender 

       

 Agent Gender 1.04 1 1.04 1.12 .280 .001 
 Residuals 746.24 806 .93    
GM Developed x 
Agent Ethnicity 

       

 Agent Ethnicity 29.90 7 4.28 4.77 <.001 .04 
 Residuals 717.30 800 .90    
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Table 13 

GM Developed x Agent Ethnicity Estimated Marginal Means Table 

   95% Confidence Interval 

Agent Ethnicity Mean SE Lower Upper 
African American .28 .09 .10 .46 
Arab .15 .23 -.30 .60 
Asian -.02 .06 -.14 .10 
Caucasian -.28 .07 -.41 -.14 
Eastern European .23 .11 .02 .44 
Hispanic -.10 .14 -37 .17 
Indian .14 .10 -.06 .34 
Western European -.05 .15 -.34 .24 
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Table 14 

Growth Mindset Developed Scale Bias Assessment Correlation Matrix 

Variable GM Developed 
Residuals 

1. Student Age 0.08* 

2. Student Time in Program 0.04 

3. Agent Age -0.02 

4. Agent Time in Program 0.05 

5. Number of Students 0.04 

6. Total Messages 0.04 

7. Student-Initiated Messages 0.03 

8. Agent-Initiated Messages 0.06 

9. Avg Texts sent by Student per Day 0.003 

10. Student-Initiated Percent of Total 0.18*** 

11. Agent-Initiated Percent of Total -0.18*** 

Note. * p < .05, ** p < .01, *** p < .001 
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Table 15 

Growth Mindset Self-Efficacy Scale Bias Assessment One-Way ANOVAs 

Model  Sum of 
Squares df Mean 

Square F p η2 

GM SE x Student Gender        
 Student Gender 0.54 1 0.54 .53 .469 .001 
 Residuals 822.73 806 1.02    
GM SE x Agent Gender        
 Agent Gender 0.51 1 .051 .50 .482 .001 
 Residuals 822.76 806 1.02    
GM SE x Agent Ethnicity        
 Agent Ethnicity 24.4 7 3.48 4.49 .001 .030 
 Residuals 798.9 800 1.00    
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Table 16 

GM SE x Agent Ethnicity Estimated Marginal Means Table 

   95% Confidence Interval 

Agent Ethnicity Mean SE Lower Upper 
African American .18 .10 -.01 .37 
Arab .48 .24 .005 .96 
Asian -.06 .07 -.19 .07 
Caucasian -.16 .07 -.30 -.02 
Eastern European .11 .11 -.11 .32 
Hispanic .09 .14 -.19 .38 
Indian .21 .11 -.006 .42 
Western European -.40 .16 -.70 -.09 
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Table 17 

Growth Mindset Self-Efficacy Scale Bias Assessment Correlation Matrix 

Variable GM SE 
Residuals 

1. Student Age 0.12** 

2. Student Time in Program 0.09** 

3. Agent Age -0.05 

4. Agent Time in Program 0.13*** 

5. Number of Students 0.02 

6. Total Messages 0.05 

7. Student-Initiated Messages 0.02 

8. Agent-Initiated Messages 0.07 

9. Avg Texts sent by Student per Day -0.005 

10. Student-Initiated Percent of Total 0.18*** 

11. Agent-Initiated Percent of Total -0.18*** 

Note. * p < .05, ** p < .01, *** p < .001 
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Table 18 

Growth Mindset Time and Effort Scale Bias Assessment One-Way ANOVAs 

Model  Sum of 
Squares df Mean 

Square F p η2 

GM Time Effort x 
Student Gender 

       

 Student Gender .003 1 .003 .003 .959 <.001 
 Residuals 743 806 .92    
GM Time Effort x 
Agent Gender 

       

 Agent Gender .003 1 .003 .003 .953 <.001 
 Residuals 743 806 1.02    
GM Time Effort x 
Agent Ethnicity 

       

 Agent Ethnicity 40.9 7 5.85 6.67 <.001 .06 
 Residuals 702.1 800 .88    
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Table 19 

GM Time Effort x Agent Ethnicity Estimated Marginal Means Table 

   95% Confidence Interval 

Agent Ethnicity Mean SE Lower Upper 
African American .35 .09 .17 .53 
Arab .23 .23 -.22 .67 
Asian -.12 .06 -.24 .0006 
Caucasian -.27 .07 -.40 -.14 
Eastern European .13 .10 -.07 .34 
Hispanic .21 .14 -.06 .48 
Indian .23 .10 .03 .43 
Western European -.23 .15 -.51 .06 
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Table 20 

Growth Mindset Time and Effort Scale Bias Assessment Correlation Matrix 

Variable GM TE 
Residuals 

1. Student Age .08* 

2. Student Time in Program .08* 

3. Agent Age -0.04 

4. Agent Time in Program .08* 

5. Number of Students -0.005 

6. Total Messages 0.04 

7. Student-Initiated Messages 0.02 

8. Agent-Initiated Messages 0.07 

9. Avg Texts sent by Student per Day -0.02 

10. Student-Initiated Percent of Total .16*** 

11. Agent-Initiated Percent of Total -.16*** 

Note. * p < .05, ** p < .01, *** p < .001 
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Table 21 

Growth Mindset Independent Choice Scale Bias Assessment One-Way ANOVAs 

Model  Sum of 
Squares df Mean 

Square F p η2 

GM IC x Student 
Gender 

       

 Student Gender .004 1 .004 .004 .95 <.001 
 Residuals 813.9 806 1.01    
GM IC x Agent 
Gender 

       

 Agent Gender .01 1 .01 .01 .92 <.001 
 Residuals 813.9 806 1.01    
GM IC x Agent 
Ethnicity 

       

 Agent Ethnicity 38.4 7 5.49 5.67 <.001 .05 
 Residuals 775.5 800 .97    
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Table 22 

GM IC x Agent Ethnicity Estimated Marginal Means Table 

   95% Confidence Interval 

Agent Ethnicity Mean SE Lower Upper 
African American .25 .10 .07 .44 
Arab .43 .24 -.04 .90 
Asian -.07 .06 .19 .06 
Caucasian -.29 .07 -.43 -.15 
Eastern European .16 .11 -.05 .38 
Hispanic .12 .14 -.16 .40 
Indian .24 .11 .03 .45 
Western European -.30 .15 -.60 .004 
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Table 23 

Growth Mindset Independent Choice Scale Bias Assessment Correlation Matrix 

Variable GM IC 
Residuals 

1. Student Age .10** 

2. Student Time in Program .07* 

3. Agent Age -0.04 

4. Agent Time in Program .07* 

5. Number of Students 0.009 

6. Total Messages 0.07 

7. Student-Initiated Messages 0.05 

8. Agent-Initiated Messages .09** 

9. Avg Texts sent by Student per Day -0.004 

10. Student-Initiated Percent of Total .17*** 

11. Agent-Initiated Percent of Total -.17*** 

Note. * p < .05, ** p < .01, *** p < .001 
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Table 24 

Growth Mindset Total Scale Bias Assessment One-Way ANOVAs 

Model  Sum of 
Squares df Mean 

Square F p η2 

GM Total x Student 
Gender 

       

 Student Gender 3.98 1 3.98 1.24 .266 .002 
 Residuals 2583.55 806 3.21    
GM Total x Agent 
Gender 

       

 Agent Gender 3.36 1 3.36 .26 .611 <.001 
 Residuals 10489.67 806 13.01    
GM Total x Agent 
Ethnicity 

       

 Agent Ethnicity 519 7 74.1 5.94 <.001 .05 
 Residuals 9974 800 12.5    
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Table 25 

GM Total x Agent Ethnicity Estimated Marginal Means Table 

   95% Confidence Interval 

Agent Ethnicity Mean SE Lower Upper 
African American 1.09 .35 .42 1.77 
Arab 1.38 .86 -.30 3.06 
Asian -.28 .23 -.73 .17 
Caucasian -1.05 .25 -1.54 -.55 
Eastern European .62 .40 -.16 1.39 
Hispanic .33 .51 -.67 1.33 
Indian .80 .38 .05 1.55 
Western European -1.01 .55 -2.09 .07 
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Table 26 

Growth Mindset Total Scale Bias Assessment Correlation Matrix 

Variable GM Total 
Residuals 

1. Student Age .09* 

2. Student Time in Program .08* 

3. Agent Age -0.04 

4. Agent Time in Program .09* 

5. Number of Students 0.02 

6. Total Messages 0.05 

7. Student-Initiated Messages 0.03 

8. Agent-Initiated Messages .08* 

9. Avg Texts sent by Student per Day -0.01 

10. Student-Initiated Percent of Total .18*** 

11. Agent-Initiated Percent of Total -.18*** 

Note. * p < .05, ** p < .01, *** p < .001 
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Appendix C 
 

Figures 

Figure 1 

Depiction of SEL Rating Form Provided to Agents 

   

Growth Mindset: “In a growth mindset, people 
believe that their most basic abilities can be 
developed through dedication and hard work – brains 
and talent are just starting points.” (Dweck, 2017)     

Student 
Name 

Agent 
Name 

Rating Scale: 
Please rate the 

following 
competencies 
from 1-5: 1) 

Strongly 
Disagree 2) 
Disagree 3) 

Neither Agree 
Nor Disagree 
4) Agree 5) 

Strongly 
Agree  

This student 
believes 

that 
intellectual 
abilities and 

qualities 
can be 

developed 
and 

improved, 
rather than a 
skillset they 

are 
naturally 

stuck with 

This student 
exhibits 

self-
efficacy, 

confidence 
they have 
the ability 

to 
encounter, 
identify, 

and learn to 
overcome 
challenges 
they face 

throughout 
life. 

This 
student 
believes 
that with 
enough 

time and 
effort, they 

can 
overcome 

most 
challenges 
they come 

across. 

This student 
believes that 
they have the 

ability to 
make 

independent 
choices that 

influence 
their current 

and future life 
(i.e., this 
student 

exhibits an 
internal locus 

of control 
rather than 
external). 

Growth 
Mindset 
Score 

Please 
provide 

rationale for 
your ratings 

for each 
competency 
and overall 

growth 
mindset 
score. 

How confident 
are you in 

rating Growth 
Mindset for 
this Student? 
(1-5) Please 

rate your 
confidence in 
rating Growth 
Mindset for 
this student 
from 1-5: 1) 

Very 
Unconfident 

2) 
Unconfident 
3) Neither 

Confident Nor 
Unconfident 
4) Confident 

5) Very 
Confident 

Explain 
your 

confidence 
level with 

this 
student 

           

TEX
T A

N
A

LY
TICS EX

PLO
RA

TIO
N

 O
F SEL 

 
 

 
 

        109 



TEXT ANALYTICS EXPLORATION OF SEL  110 
 

   
 

Figure 2 

Growth Mindset Developed Subscale Histogram 
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Figure 3 

Growth Mindset Self Efficacy Subscale Histogram 
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Figure 4 

Growth Mindset Time and Effort Subscale Histogram 
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Figure 5 

Growth Mindset Independent Choice Subscale Histogram 
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Figure 6 

Growth Mindset Total Score Histogram 
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Figure 7 

Growth Mindset Developed Prediction Residuals Histogram  
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Figure 8 

Growth Mindset Developed Residual by Fitted Value Scatterplot 
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Figure 9 

Growth Mindset Self-Efficacy Prediction Residuals Histogram  
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Figure 10 

Growth Mindset Self-Efficacy Residual by Fitted Value Scatterplot 
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Figure 11 

Growth Mindset Time and Effort Prediction Residuals Histogram  
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Figure 12 

Growth Mindset Time and Effort Residual by Fitted Value Scatterplot 
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Figure 13 

Growth Mindset Independent Choice Prediction Residuals Histogram  
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Figure 14 

Growth Mindset Independent Choice Residual by Fitted Value Scatterplot 
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Figure 15 

Growth Mindset Total Prediction Residuals Histogram  
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Figure 16 

Growth Mindset Total Residual by Fitted Value Scatterplot 
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Appendix D 
 

SSA Growth Mindset Rating Form Training Manual 

This document is to guide SSA Agents in completing the SSA Growth Mindset Ratings 

Rubric. This rubric has been designed to help SSA Agents assess social emotional 

learning (SEL) competencies, a wide array of non-academic skills that individuals need 

in order to set goals, manage behavior, build relationships, and process and remember 

information, in the students they mentor. 

 

Rubric Layout 

The rubric is designed in three main sections: administrative information, SEL rating 

information, and rating context information. 

Administrative Information 

This section is highlighted with blue cells: Student Name and 

Agent Name. This is where all student mentees assigned to the 

SSA agent will be listed. If the name of a student you mentor is 

missing, please add it and highlight that row. To highlight the row, select the row number 

to the left of the sheet (e.g., 9) and go to the Fill Color button (displayed to the left). 

Choose a yellow color to highlight the row. 

SEL Rating Information 

This section is highlighted with green, orange, and yellow cells: rating scale, the SEL 

definition, the SEL competencies, and the SEL score. The green cells highlight the rating 

scale for the following SEL competencies (provided in the yellow cells). The ratings 

follow a five-point scale detailed in the table below: 

https://docs.google.com/spreadsheets/d/1tfUJgma34GoFvFAzNqU4VLeOo1F2oA-u/edit?usp=sharing&ouid=115890899984779670831&rtpof=true&sd=true
https://docs.google.com/spreadsheets/d/1tfUJgma34GoFvFAzNqU4VLeOo1F2oA-u/edit?usp=sharing&ouid=115890899984779670831&rtpof=true&sd=true
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Rating Value Rating Label Rating Example 

1 Strongly 
Disagree 

Through your interaction with the 
student, you perceive the student 
embodying the opposite of this 
competency.  

2 Disagree 

Through your interaction with the 
student, you perceive the student 
embodying the opposite of this 
competency, but you can think of a 
few instances where they did embody 
the competency 

3 Neither Agree 
nor Disagree 

Through your interaction with the 
student, you perceive numerous 
examples of them embodying this 
competency and the opposite of this 
competency; all of these examples 
blur together and you do not know 
which they exhibit more.  

4 Agree 

Through your interaction with the 
student, you perceive the student 
embodying this competency, but you 
can think of a few instances where 
they did not behave this way.  

5 Strongly Agree 

Through your interaction with the 
student, you perceive the student 
embodying this competency and 
cannot think of any instances where 
they did not behave this way.  

 

The orange cell provides the definition of the SEL concept being assessed to provide 

context. For example, if Growth Mindset is being assessed this orange cell would be: 

“Growth Mindset: “In a growth mindset, people believe that their most basic abilities can 

be developed through dedication and hard work – brains and talent are just starting 

points.” (Dweck 2015).”  

 

The yellow cells break down this SEL concept definition into competencies. Each 

competency is to be rated according to the rating scale. The scores for each competency 

are then automatically combined in the SEL score cell to provide that student’s SEL score 
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for future analysis.  

 

Rating Context Information 

This section is highlighted with purple cells: provide rationale for the overall score, 

confidence level score, and confidence level explanation. This section details the 

rationale the SSA agent used to determine the scores they provided for the student. This 

rationale can help determine consistency between raters. Additionally, the SSA agent will 

rate their confidence in the accuracy of their score. The ratings follow a five-point scale 

detailed in the table below: 

 

Rating Value Rating Label Rating Example 

1 Very Unconfident 

You do not feel you have had enough time to get 
to know the student to accurately rate them due to 
limited time partnered with them and/or lack of 
response/interaction from the student  

2 Unconfident 

You do not feel you have built up enough rapport 
throughout your time knowing the student that 
you relied on comparing this student to other 
students of yours in determining their ratings 
rather than using your previous conversations with 
this student 

3 
Neither Unconfident 

Nor  
Confident 

You are unsure if you have built up enough 
rapport throughout your time knowing the student 
and made an estimated guess based on your 
previous conversations with this student and 
comparisons with other students of yours 

4 Confident 

You have built up enough rapport throughout your 
time knowing the student and made an informed 
estimate from examples and content of your 
previous conversations; no comparisons with 
other students were made. 

5 Very Confident 

You have built up enough rapport throughout your 
time knowing the student that your previous 
conversations easily portrayed examples to make 
ratings of each of these competencies or the 
opposite of these competencies; no comparisons 
with other students were made. 
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What To Consider When Rating 

 

When making your ratings, you should consider all of your previous interactions with the 

specific student. Based on your text exchanges, have they provided any relevant 

examples where one of the listed competencies applies? When you have approached 

topics that relate to the SEL concept being assessed (e.g., Growth Mindset - persistence 

in face of challenges or improving performance with practice) does the student engage in 

the conversation or do they stop responding? 

 

These ratings should be made independently; please do directly ask the student to rate 

themselves or compare ratings with other SSA Agents. Additionally, a high or low score 

is not necessarily better. Accurately rating each student can help align follow-up 

interventions and support structures to benefit the student’s long-term development.  

 

Furthermore, every student is not expected to be rated at the same time. You can wait to 

build up more rapport with a student before rating them. This rapport can be based on 

number of interactions or time spent mentoring them. This sense of rapport will be 

reflected in your confidence ratings. 

 

Be Aware of Common Rating Errors 

When rating your students, be aware of the following common rating errors: 

Central Tendency Errors 

These errors occur when raters only use the midpoint of the scale (i.e., 3). 
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Leniency Errors 

These errors occur when raters only use the high end of the scale (i.e., 5). This error often 

occurs from raters wanting to look good, be liked, keep the peace, or maintain the culture. 

We want authentic ratings - these ratings do not relate to your performance as an agent. 

Severity Errors 

These errors occur when raters only use the low end of the scale (i.e., 1). 

Halo/Horns Errors 

Halo errors are when one good trait overshadows other traits, behaviors, actions, and 

beliefs. Horn effects are when one bad trait overshadows other traits, behaviors, actions, 

and beliefs.  

Recency Errors 

In this error, raters heavily weight their most recent observations. 

First impression or primacy 

This error is the opposite of recency errors; in this error, raters pay too much attention to 

initial experiences with the ratee 

Similar-to-me 

In this error, raters give more favorable ratings to ratees who are like themselves  
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